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LOCAL OPERATOR ALGEBRAS, FRACTIONAL POSITIVITY

AND THE QUANTUM MOMENT PROBLEM

ANAR DOSI

Abstract. In the present paper we introduce quantum measures as a concept
of quantum functional analysis and develop the fractional space technique in
the quantum (or local operator) space framework. We prove that each local
operator algebra (or quantum ∗-algebra) has a fractional space realization.
This approach allows us to formulate and prove a noncommutative Albrecht-
Vasilescu extension theorem, which in turn solves the quantum moment prob-
lem.

1. Introduction

The paper deals with the quantum, or quantized measures as a concept of local
operator space (or quantum space) theory [26], [12], [9]. Quantum spaces play
the role of locally convex spaces in quantum functional analysis [11], [14] (see also
[16]). They unify various mathematical structures such as unbounded operators
on a Hilbert space, multinormed C∗-algebras and locally convex spaces under the
same matrix framework [9]. Thus each quantum space or local operator space can
be realized as a subspace of the multinormed C∗-algebra of unbounded operators
with its canonical quantum (or matrix) topology [7], whereas a normed quantum
space or operator space is identified [12, 2.3.5] with a subspace in the C∗-algebra
B (H) of all bounded linear operators on a Hilbert space H .

One of the fundamental concepts of classical functional analysis is that of spec-
tral measure, which is the basic tool in the operator moment problem. The problem
is to find a positive operator-valued measure which expresses an integral represen-
tation for the given unital linear mapping from the algebra of all complex-valued
polynomials in several real variables into the space of all sesquilinear forms on a
pre-Hilbert space. Namely, fix an inner-product space Δ whose completion is the
Hilbert space K, SF (Δ) is a linear space of all sesquilinear forms on Δ, and let
Pt be an algebra of all complex-valued polynomial functions in n-real variables
t = (t1, . . . , tn). The operator moment problem [23] with respect to a fixed unital
linear mapping (or distribution) φ : Pt → SF (Δ) is to find a positive measure F
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over all Borel subsets of Rn with the operator values in B (K) such that

φ (p (t)) (x, x) =

∫
p (t) dFx,x

for all p (t) ∈ Pt and x ∈ Δ. In this case the mapping φ : Pt → SF (Δ) is
called a moment form and F is a representing measure for φ. If the measure F
is focusing on a fixed closed set L ⊆ R

n, then we say that φ is an L-moment
form. Since an operator-valued positive measure F might be treated as a unital
(matrix) positive linear mapping Ψ : C (Ω) → B (K), Ψ (f) =

∫
Ω
fdF , on the

algebra of all complex continuous functions C (Ω) over some compact topological
space Ω, the operator moment problem can be thought of as a matrix positive
extension problem of the original mapping. Consequently, this problem has purely
quantum nature; just recall Arveson-Wittstock type extension theorems [12], [26].
The main tool in this approach uses the fractional space machinery developed in
[2] by Albrecht and Vasilescu, and in [24], [25] by Vasilescu. Considering Pt as
a fractional subspace of the fractional space associated by the commutative C∗-
algebra C ((R∞)

n
), the original “positive” mapping φ : Pt → SF (Δ) is extending

up to a “positive” mapping over the fractional space, which in turn generates the
required positive mapping Ψ : C ((R∞)

n
) → B (K), where R∞ = R ∪ {∞} is the

point compactification of the real line R. Replacing R
n by its closed subset L and

(R∞)
n
by the closure of L in (R∞)

n
, the operator moment problem has a solution

in a similar manner, just demanding the original mapping φ : Pt → SF (Δ) to be
L-compatible in the sense that φ (p (t)) = 0 whenever p (L) = {0}.

A simple quantum review (see [8]) of the considered real variables t1, . . . , tn
amounts to the quantum measures, which is the central concept of the present
manuscript. We are replacing the complex-valued polynomial functions in sev-
eral real variables t1, . . . , tn by elements of a local operator algebra (or quantum
∗-algebra) generated by several symmetric unbounded operators T1, . . . , Tn on a
Hilbert space. The quantum moment problem asks whether a given distribution
over the polynomial algebra PT would determine a quantum measure. This general
form of the quantum moment problem can be used in various applications (see [5],
[18], [1]). The fractional space construction has been quantized in terms of the
quantum (or local operator) systems (see [9]). We prove that each local operator
algebra (or quantum ∗-algebra) is a fractional subspace of the multinormed C∗-
algebra of all noncommutative continuous functions on a quantum domain. The
quantum measures are introduced as matrix positive mappings over the quantized
fractional space. In particular, the operator moment problem turns out to be a
“functional version” of the quantum one. Based upon a locally convex version of
the Arveson-Wittstock theorem [9] and the fractional space technique, we derive
the existence of a quantum measure that would lead to the solution of the quantum
moment problem. The crucial role in this approach plays the fractional positivity.
To be precise, let us present some details.

Fix a Hilbert space H with its upward filtered family E = {Hα} of closed sub-
spaces whose union D is a dense subspace. So we have a net p = {Pα} of projections
in B (H) such that lim p =1H SOT. The space D can be thought of as a quantiza-
tion of the space R

n (which is the union of its directed compact subsets), whereas
H plays the role of (R∞)n. By the ∗-algebra C∗

E (D) of all “noncommutative con-
tinuous functions” over the domain E with its union space D [9], we mean the set of
those linear transformations T : D → D such that PαT ⊆ TPα for all α ∈ Λ. Thus
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each T ∈ C∗
E (D) being an unbounded operator on H with the domain dom (T ) = D

admits an unbounded dual T� such that D ⊆ dom
(
T�) and T ∗ = T�|D ∈ C∗

E (D).
The correspondence T �→ T ∗ is an involution in C∗

E (D), and we have a family of
C∗-seminorms

‖T ‖α = ‖T |Hα‖B(Hα) , T ∈ C∗
E (D) , α ∈ Λ.

It can be proved that C∗
E (D) turns out to be a unital multinormed C∗-algebra

with respect to the indicated involution and the family of seminorms (see [9]). In
particular, it possesses a canonical quantum space structure (see [9]). By a quantum
∗-algebra we mean any ∗-subalgebra in C∗

E (D). We also introduce the C∗-algebra
C∗

E (H) of all bounded operators T ∈ B (H) such that TPα = PαT for all α; that is,
C∗

E (H) = p′ is the commutant of p in B (H). The algebras CE (D) and C∗
E (H) are

the quantized (or noncommutative) versions of C (Rn) and C ((R∞)
n
), respectively.

We mention that C∗
E (H) can be identified with a dense subalgebra in C∗

E (D) (see
Section 5) by means of the restriction mapping T �→ T |D.

A self-adjoint element m ∈ C∗
E (H) is said to be a denominator if it is an E-

bijection; that is, m|Hα is invertible in B (Hα) for all α. The relevant fractional
space is defined as

C∗
E (H) /m = {T/m : T ∈ C∗

E (H)} ,
where T/m = (T |D) (m|D)−1 is an unbounded operator onH . Actually, C∗

E (H) /m
is a dense subspace in C∗

E (D) (Section 5). Moreover, it possesses a canonical op-
erator space (or normed quantum space) structure derived from the C∗-algebra
C∗

E (H). For a (unital) subset M ⊆ C∗
E (H) of denominators the relevant fractional

space is denoted by C∗
E (H) /M . Thus

C∗
E (H) /M =

∑
m∈M

C∗
E (H) /m ⊆ C∗

E (D) .

Replacing C∗
E (H) by some C∗-subalgebra JE , one may introduce a fractional space

JE/M in a similar manner (see Definition 5.2). Being an inductive limit of the
normed operator spaces, the fractional space JE/M turns out to be a quantum
space. The fractionality is preserved over all matrix spaces Mk (JE/M), k ∈ N.
Namely, for each k we have

Mk (JE/M) =
∑
m∈M

Mk (JE) / (m · 1Hk) = Mk (JE) / (M · 1Hk) .

Using the Cayley transform technique, one may derive that each quantum ∗-algebra
V ⊆ C∗

E (D) is a fractional space. In particular,

C∗
E (D) =

∑
m

C∗
E (H) /m.

Each fractional space JE/M has the cone (JE/M)
+

of positive elements. Namely,

an element b ∈ JE/m is said to be fractionally positive if b =
∑k

i=1 Ti/ni for some

Ti ∈ JE , ni ∈ M , such that all Ti ≥ 0 and n−1
i m are bounded. Similarly, we have

the cones Mk (JE/M)
+
, k ∈ N. This positivity strongly depends on the choice of

the denominator setM . Further, let Δ be an inner product space whose completion
is the Hilbert space K. By a quantum B (K)-valued measure on JE (with respect to
M) we mean a unital matrix positive linear mapping Ψ : JE → B (K) which has a
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matrix positive sesquilinear extension μ : JM/M → SF (Δ). Namely, assume that
the functionals

μx,y : JE → C, μx,y (T ) = 〈Ψ(T )x, y〉
have linear extensions μ̃x,y : JE/M → C, x, y ∈ Δ, such that the mapping Δ×Δ→
C, (x, y) �→ μ̃x,y (b) is a sesquilinear form on Δ for each b ∈ JM/M . Then we say
that the linear mapping

μ : JM/M → SF (Δ) , μ (b) (x, y) = μ̃x,y (b)

is a sesquilinear extension of Ψ. Further, the mapping μ is matrix positive if for
each k ∈ N and x = [xi] ∈ Δk the mapping

μ[k]
x : Mk (JM/M)→Mk2 , μ[k]

x (b) =

⎡
⎢⎢⎣
μ̃
(k)
x1,x1 (b) · · · μ̃

(k)
xk,x1 (b)

...
...

μ̃
(k)
x1,xk (b) · · · μ̃

(k)
xk,xk (b)

⎤
⎥⎥⎦

is fractionally positive. We briefly say that Ψ : JE → B (K) admits a sesquilinear
extension μ : JM/M → SF (Δ) which is fractionally matrix positive.

Now let us consider mutually commuting symmetric operators T = (T1, . . . , Tn)
in C∗

E (D), that is, Ti = T ∗
i for all i, instead of the real variables t = (t1, . . . , tn) in

the classical operator moment problem. They are quantum variables or operators of
observables. The unital associative subalgebra in C∗

E (D) generated by T is denoted
by PT . Obviously, PT is a quantum ∗-algebra in C∗

E (D). The tuple T generates a
set of positive denominators

M =
{(

1 + T 2
1

)−λ1 · · · (1 + T 2
n

)−λn
: λ = (λ1, . . . , λn) ∈ Z

n
+

}

in C∗
E (H). Let M ′

E be the commutant in C∗
E (H) of the set M , which is a unital

(noncommutative) C∗-algebra. So, we have a fractional space M ′
E/M . The algebra

M ′
E plays the role of C ((R∞)

n
). Moreover, PT is a fractional subspace in M ′

E/M .
Thus the quantum moment problem with respect to a fixed unital linear mapping
φ : PT → SF (Δ) is to find a quantum B (K)-valued measure μ on the C∗-algebra
M ′

E such that

φ (p (T )) (x, x) = μ̃x (p (T ))

for all p (T ) ∈ PT and x ∈ Δ. In this case the mapping φ : PT → SF (Δ) is called
a moment form and μ is a representing quantum measure for φ.

The main result (see Theorem 7.3) of the paper is the noncommutative Albrecht-
Vasilescu extension theorem (see [2, Theorem 2.5] for the functional case), where a
matrix contractive inner-product mapping φ : F → SF (Δ) on a fractional subspace
F ⊆ JM/M is extended up to a unital matrix positive mapping ψ : JM/M →
SF (Δ) with the required properties. Each such extension produces a quantized
measure on JM automatically (see Proposition 7.2) and solves the quantum moment
problem.

It is worth noting that the classical functional scheme of the construction can
be thought of as a particular case of the quantized one. Indeed, set H = L2 (Rn)
and Hα = {f ∈ H : supp (f) ⊆ Kα}, where {Kα} is an upward filtered (count-
able) family of a compact subset in R

n such that R
n =

⋃
α
Kα. The real variable

tk can be identified with the unbounded multiplication operators on H . Then
tk (Hα) ⊆ Hα and tk|Hα ∈ B (Hα) for all k and α. Thus the algebra Pt of all
polynomial functions turns out to be a quantum ∗-algebra in the algebra C∗

E (D) of
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all noncommutative continuous functions on a quantum domain E = {Hα} with its
union space D =

⋃
α
Hα.

Finally, confirm that some of the results of the present paper have been an-
nounced in [8].

2. Preliminaries

The set of all positive integers is denoted by N, and C denotes the complex
number field. The unit circle in C centered at the origin is denoted by T. The
direct product of complex linear spaces E and F is denoted by E × F , and we put
Ek for the k-times product E×· · ·×E. The linear space of all linear transformations
between E and F is denoted by L (E,F ), and we write L (E) instead of L (E,E).
The identity operator on E is denoted by IE or just I. It is the unit of the associative
algebra L (E). Take T ∈ L (E). The n-fold inflation T⊕n = T ⊕ · · · ⊕ T ∈ L (En)
of T is acting as (xi)i �→ (Txi)i, xi ∈ E, 1 ≤ i ≤ n. If T leaves invariant a subspace
F ⊆ E, then T |F denotes the restriction of T onto F . The kernel of T is denoted
by N (T ).

The domain of an unbounded operator T on a Hilbert space H is denoted by
D (T ). The range of T is denoted by R (T ). For unbounded operators T and
S on H we write T ⊆ S if D (T ) ⊆ D (S) and Tx = Sx for all x ∈ D (T ). If
T is a densely defined operator on H , then T� denotes its dual operator. Thus
〈Tx, y〉 = 〈x, T�y

〉
for all x ∈ D (T ), y ∈ D (T�), where 〈·, ·〉 is the inner product

in H . An unbounded operator T on H is said to be symmetric if T ⊆ T� (see [20,
13.13.3]); that is, 〈Tx, y〉 = 〈x, T y〉 whenever x, y ∈ D (T ). If T = T�, then T is
said to be self-adjoint. The closure of a closable operator T is denoted by T . Recall
that a densely defined closed operator T on a Hilbert space H is said to be normal
if D (T ) = D (T�) and T�T = TT� [20, 13.13.29]. Obviously, every self-adjoint
operator is normal.

The C∗-algebra of all continuous functions f : Ω→ C on a compact (Hausdorff)
space Ω with the uniform norm ‖f‖∞ = sup {|f (ω)| : ω ∈ Ω} is denoted by C (Ω).
The C∗-algebra of all bounded linear operators on a Hilbert space H is denoted
by B (H). The usual spectrum of an operator T ∈ B (H) is denoted by σ (T ).
A unital commutative C∗-subalgebra A ⊆ B (H) is called a normal algebra. A
typical example of a normal algebra is the unital C∗-algebra generated by a normal
operator. The space of characters of A equipped with the weak∗ topology from the
norm dual A∗ is denoted by Spec (A). The Gelfand transform of an element T ∈ A
is denoted by T̂ , so, T̂ ∈ C (Spec (A)), T̂ (λ) = λ (T ).

Lemma 2.1. Let A be a normal algebra in B (H) and let M ⊆ H be a reducing
subspace of A. Then A|M = {T |M : T ∈ A} is a normal algebra in B (M), and
if E and E′ are spectral measures of A and A|M , respectively, then E (ω) |M =
E′ (ω ∩ Spec (A|M)) for each Borel subset ω ⊆ Spec (A).

Proof. First, note the restriction mapping A→ B (M), T �→ T |M , is a ∗-homomor-
phism, since M is a reducing subspace of A. It follows that A|M as the range of
this ∗-homomorphism is a commutative C∗-algebra (see for instance [15, 4.7.83]). If
IM = {T ∈ A : T |M = 0} is the kernel of the ∗-homomorphism, then the canonical
identification (A|M)

∗ � I⊥M is a weak∗ homeomorphism, where I⊥M ⊆ A∗ is the
annihilator of IM . In particular, Spec (A|M) is identified with a compact subset
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in Spec (A). Fix x, y ∈ M . If T ∈ A, then T̂ |Spec(A|M) (λ) = λ (T ) = λ (T |M) =

T̂ |M (λ) and∫

Spec(A)

T̂ dEx,y = 〈Tx, y〉 = 〈T |Mx, y〉

=

∫

Spec(A|M)

T̂ |MdE′
x,y =

∫

Spec(A)

T̂ χSpec(A|M)dE
′
x,y.

It follows that dEx,y = χSpec(A|M)dE
′
x,y or Ex,y (ω) = E′

x,y (ω ∩ Spec (A|M)) for
each Borel subset ω ⊆ Spec (A). But the latter is true for all x, y ∈ M , hence
E (ω) |M = E′ (ω ∩ Spec (A|M)). �

The following lemma of the mathematical folklore will be used later, and its
short proof has been proposed by F.-H. Vasilescu.

Lemma 2.2. Let A be a normal algebra in B (H) and let {Hα}α∈Λ be an upward
filtered family reducing subspaces of A such that their union

⋃
α∈Λ

Hα is dense in H.

Then Spec (A) is the closure of the union of all Spec (A|Hα); that is,

Spec (A) =
⋃
α∈Λ

Spec (A|Hα).

Proof. Each A|Hα is a normal algebra in B (Hα) thanks to Lemma 2.1. Let Eα

be the spectral measure of A|Hα, E the spectral measure of A, σ = Spec (A), and

let σα = Spec (A|Hα) for all α ∈ Λ. We also set σ0 =
⋃

α∈Λ

σα. Clearly, σ0 ⊆ σ.

By Lemma 2.1, E (ω) |Hα = Eα (ω ∩ σα) for each Borel set ω ⊆ σ. If σ0 �= σ,
then σ \ σ0 is a nonempty open subset in σ. Therefore E(σ \ σ0) �= 0 [20, 12.22
(d)]. Take a unit vector x ∈ R (E(σ \ σ0)). Taking into account that the union⋃
α
Hα is dense in H , we conclude that there exists a sequence (xαn) convergent

to x, where xαn ∈ Hαn , n ∈ N. Using Lemma 2.1 again, infer that E (σ0)x =
limnE (σ0)xαn = limn (E (σ0) |Hαn)xαn = limn (Eαn (σαn))xαn = limn xαn = x;
that is, x ∈ R (E(σ0)). But the ranges of the projections E(σ \ σ0) and E(σ0) are
orthogonal to each other. Then x = 0, a contradiction. Whence σ0 = σ. �
Corollary 2.1. Let T ∈ B (H) be a normal operator and let {Hα}α∈Λ be an upward
filtered family reducing subspaces of T such that their union

⋃
α∈Λ

Hα is dense in H.

Then σ (T ) =
⋃

α∈Λ

σ (T |Hα).

Proof. It suffices to apply Lemma 2.2 to the normal algebra A generated by T and

to use the well known formula σ (T ) =
{
T̂ (λ) : λ ∈ Spec (A)

}
. �

2.1. Quantum spaces. The linear space of all m × n-matrices x = [xij ] over a
linear space E is denoted by Mm,n (E), and we set Mm (E) = Mm,m (E), Mm,n =
Mm,n (C). Further, M (E) denotes the linear space of all infinite matrices [xij ]
(xij ∈ E), where all but finitely many of xij are zero. If E = C we write M

instead of M (C). Each Mm,n (E) is a subspace in M (E) comprising those matrices
x = [xij ] with xij = 0 whenever i > m or j > n. Moreover, M (E) = lim−→Mm,n (E)

is the inductive limit of these subspaces. Note that Mm,n (L (E)) = L (En, Em)
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up to a canonical identification. In particular, Mn (L (E)) = L (En). The space
Mm,n (E) (respectively, M (E)) equipped with a certain polynormed (or locally
convex) topology, is denoted by Mm,n (E) (respectively, M (E)). For instance, if
E = H is a Hilbert space, then Mn (B (H)) = B (Hn) =Mn (B (H)). In particular,
Mm,n is the space Mm,n with the operator norm ‖·‖ between the canonical Hilbert
spaces Cn and C

m. Take a ∈Mm,s, v ∈Ms,t (E) and b ∈Mt,n. The matrix product

avb ∈ Mm,n (E) is defined by the usual way, avb =
[∑

k,l aikvklblj

]
. The direct sum

of matrices v ∈ Ms,t (E) and w ∈ Mm,n (E) is denoted by v ⊕ w ∈ Ms+m,t+n (E).

A linear mapping ϕ : E → F has the canonical linear extensions ϕ(n) : Mn (E) →
Mn (F ), ϕ

(n) ([xij ]) = [ϕ (xij)], n ∈ N, over all matrix spaces. We also have a linear

mapping ϕ(∞) : M (E)→M (F ) such that ϕ(∞)|Mn (E) = ϕ(n), n ∈ N.
Let p(n) : Mn (E) → [0,∞], n ∈ N, be gauges (respectively, seminorms) over all

matrix spaces. The family p =
(
p(n)
)
n∈N

is said to be a matrix gauge (respectively,

a matrix seminorm) [13], [12], [26] on E if p possesses the following properties

M1 p(m+n) (v ⊕ w) ≤ max
{
p(m) (v) , p(n) (w)

}
,

M2 p(n) (avb) ≤ ‖a‖ p(m) (v) ‖b‖

for all v = [vij ] ∈ Mm (E), w = [wij ] ∈ Mn (E), a ∈ Mn,m, b ∈ Mm,n, n,m ∈ N.
Note that M2 implies that

(2.1) p(1) (vij) = p(1)
(
εivε

∗
j

) ≤ p(m) (v) = p(m)
(∑

ε∗i vijεj
)
≤
∑

p(1) (vij)

for any v = [vij ] ∈ Mm (E), where εi are the canonical row matrices. Let p

and q be matrix gauges on E. We write p � q whenever p(n) ≤ q(n) for all
n ∈ N. It is a partial order structure over all matrix gauges on E. In particular,

we define supι pι =
{
supι p

(n)
ι : n ∈ N

}
for a family {pι} of matrix gauges on E.

Note that for a matrix gauge p on E, M1 implies that we have a well defined
gauge p(∞) : M (E) → [0,∞] given by the rule p(∞) (x) = p(n) (x), x ∈ Mn (E).
Furthermore the relation p � q for matrix gauges turns out to be a usual relation
p(∞) ≤ q(∞) between the gauges on M (E). If p is a matrix gauge, then the
corresponding p(∞) is a M-module gauge on M (E) [13]; that is, p(∞) (x+ y) =
max

{
p(∞) (x) , p(∞) (y)

}
for orthogonal elements x, y ∈ M (E), and p(∞) (axb) ≤

‖a‖ p(∞) (x) ‖b‖ for all a, b ∈ M, x ∈ M (E). Moreover, this correspondence is
a one-to-one relation between the matrix gauges on E and M-module gauges on
M (E) [13]. If {pι} is a family of matrix seminorms on E, then obviously supι pι is

a matrix gauge on E and (supι pι)
(∞)

= supι p
(∞)
ι .

A linear space E with a (separated) family of matrix seminorms {pα : α ∈ Λ} is
called an abstract quantum space or local operator space. Note that the quantum
space structure on E determines a polynormed (Hausdorff) topology on M (E) by

means of the family of seminorms
{
p
(∞)
α : α ∈ Λ

}
. The relevant polynormed space

is denoted by M (E). A linear space E is said to be a normed quantum space or an
operator space if E is equipped with a matrix norm. Recall that a concrete normed
quantum space E is defined as a subspace of B (H) for a certain Hilbert space H
(see [12, 2.1]). The inclusions Mn (E) ⊆ Mn (B (H)) = B (Hn), n ∈ N, determine
the relevant matrix norm on E.



808 ANAR DOSI

Let E be a quantum space. Then each matrix space Mn (E) turns into a poly-
normed space (or a normed space in the normed quantum space case) denoted

by Mn (E) with a defining family of seminorms
{
p
(n)
α : α ∈ Λ

}
; that is, Mn (E) is

just a closed subspace in M (E) (see (2.1)). The matrix seminorms {pα : α ∈ Λ}
and {qι : ι ∈ Ω} on the same space E are assumed to be equivalent if for each
α ∈ Λ there corresponds a finite subset F ⊆ Ω and a positive constant CαF such
that pα � CαF sup {qι : ι ∈ F} and vice versa; that is, the family of seminorms{
p
(∞)
α : α ∈ Λ

}
and

{
q
(∞)
ι : ι ∈ Ω

}
onM (E) are equivalent in a usual manner. By

a defining matrix seminorm family we mean any matrix seminorm family that is
equivalent to the original one. Obviously, all equivalent families of matrix semi-
norms define the same topology on M (E), in particular, over all matrix spaces
Mn (E), which is just the direct-product topology inherited by means of the canon-

ical identifications Mn (E) ∼= En2

(see (2.1)), n ∈ N. Given a defining family of
matrix seminorms, one also has its saturation {sup {pα : α ∈ F} : F ⊆ Λ}, where F
runs over all finite subsets. Note that the saturation is an upward filtered family of
matrix seminorms which is equivalent to the original family. Thereby, when conve-
nient, one can assume that the considered family of matrix seminorms is saturated.

Let E and F be quantum spaces with their (saturated) family of matrix semi-
norms {pα : α ∈ Λ} and {qι : ι ∈ Ω}, respectively. A linear mapping ϕ : E → F
is said to be matrix continuous if for each ι ∈ Ω there corresponds α ∈ Λ and a

positive constant Cια such that q
(∞)
ι ϕ(∞) ≤ Cιαp

(∞)
α . If ϕ is invertible and ϕ−1 is

matrix continuous too, then we say that ϕ is a topological matrix isomorphism. If
Cια ≤ 1 for all possible ι and α, then ϕ is called a local matrix contraction with
respect to the families {pα : α ∈ Λ} and {qι : ι ∈ Ω}. Finally, a matrix injective
mapping ϕ (all ϕ(n) are injective) is said to be a local matrix isometry if Ω = Λ

and q
(∞)
α ϕ(∞) = p

(∞)
α for all α.

2.2. Quantum domains. Let H be a Hilbert space. By a quantum, or quantized
domain (or merely a domain) in H we mean an upward filtered family E = {Hα}α∈Λ

of closed subspaces in H whose union D =
⋃ E is dense in H . Note that D is a linear

subspace in H called the union space of the quantum domain E . If E = {Hα}α∈Λ

and K = {Kι}ι∈Ω are domains in H , then we write E ⊆ K whenever Λ = Ω and
Hα ⊆ Kα for all α ∈ Λ. Thus E = K if and only if E ⊆ K and K ⊆ E . Further, the
domains E = {Hα}α∈Λ and K = {Kι}ι∈Ω inH are assumed to be equivalent E ∼ K if
for each α ∈ Λ there corresponds ι ∈ Ω with Hα ⊆ Kι, and vice versa. We note that
the equivalent domains have the same union space. In particular, the disjoint union
E ∨ K = {Hα,Kι}α∈Λ,ι∈Ω is a domain in H with the same union space D, whenever
E ∼ K. Each domain E = {Hα}α∈Λ in H automatically associates a projection net
p = {Pα}α∈Λ in B (H) over all subspaces Hα, α ∈ Λ, such that 1H = lim p (WOT)
(see [9]).

Let us introduce the algebra of all noncommutative continuous functions on a
quantum domain E = {Hα}α∈Λ with its union space D as

(2.2) CE (D) = {T ∈ L (D) : TPα = PαTPα ∈ B (H) , α ∈ Λ} ,
where p = {Pα}α∈Λ is the projection net associated with E . Thus T (Hα) ⊆ Hα and
T |Hα ∈ B (Hα) whenever T ∈ CE (D). Obviously, CE (D) is a unital subalgebra in
L (D).
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We also introduce the ∗-algebra of all noncommutative continuous functions on
a quantum domain E as the subalgebra

(2.3) C∗
E (D) = {T ∈ CE (D) : PαT ⊆ TPα, α ∈ Λ}

in CE (D). Each unbounded operator T ∈ C∗
E (D) has an unbounded dual T� on

H such that

D ⊆ D (T�) , T� (D) ⊆ D and T ∗ = T�|D ∈ C∗
E (D) .

The correspondence T �→ T ∗ is an involution on C∗
E (D), thereby C∗

E (D) is a unital
∗-algebra. Conversely, if an unbounded operator T ∈ CE (D) admits an unbounded
dual T� such that T ∗ = T�|D ∈ CE (D), then T ∈ C∗

E (D). In particular, C∗
E (D)

consists of closable unbounded operators (see [9, Proposition 3.1] for the details).
Moreover, if CE (D)sym is the set of all symmetric unbounded operators from the

algebra CE (D), then
(2.4) CE (D)sym = C∗

E (D)h ,
where C∗

E (D)h is the set of all hermitian (or self-adjoint) elements of the ∗-algebra
C∗

E (D).
Any Hilbert space H can be treated as a quantum domain E = {H}. In this

case CE (D) = C∗
E (D) = B (H). Note also that the family of all finite dimensional

subspaces of a dense subspace in a Hilbert space is an example of a quantum domain.
The algebra C∗

E (D) can be treated as a quantized version of the (commutative)
multinormed C∗-algebraC (Rn) of all complex continuous functions on R

n equipped
with the compact-open topology. Respectively, the space D can be referred to as a
quantized version of the space Rn exhausted by an increasing family of its compact
subsets. In this manner, one can also introduce the following algebra:

C∗
E (H) = {T ∈ C∗

E (D) : D (T ) = H} .
The elements of C∗

E (H) represent analogs of bounded continuous functions in
C (Rn) or continuous functions over the point compactification of Rn. The fol-
lowing assertion justifies this analog between classical and quantized theories.

Lemma 2.3. The algebra C∗
E (H) consists of bounded operators and

C∗
E (H) = {T ∈ B (H) : TPα = PαT, α ∈ Λ} .

In particular, C∗
E (H) is a C∗-algebra in B (H).

Proof. Take T ∈ C∗
E (H). Then T is an unbounded operator with D (T ) = H

and TPα = PαT ∈ B (H) for all α ∈ Λ. It follows that Tx = limα PαTx for
each x ∈ H . Taking into account that Λ is an upward filtered set, we deduce
that sup {‖PαTx‖} = lim ‖PαTx‖ = ‖Tx‖ < ∞ for all x ∈ H . Using the Uniform
Boundedness Principle (see for example [17, 7.2.5]), we deduce that sup {‖PαT ‖} <
∞, which in turn implies that ‖Tx‖ = sup {‖PαTx‖} ≤ sup {‖PαT ‖} ‖x‖; that is,
T ∈ B (H). �

Now fix a positive integer n and consider the n-th Hilbert space power Hn

of the Hilbert space H . If E = {Hα}α∈Λ is a quantum domain in H with its
union space D, then so is En = {Hn

α}α∈Λ in Hn whose union space is Dn. If

p = {Pα}α∈Λ is a projection net associated with E , then so is p⊕n= {P⊕n
α } associ-

ated with En. Furthermore, we have Mn (CE (D)) = CEn (Dn) and Mn (C
∗
E (D)) =

C∗
En (Dn). Thus if T ∈Mn (CE (D)), then T leaves invariant each subspace Hn

α and
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‖T |Hn
α‖B(Hn

α) = ‖P⊕n
α TP⊕n

α ‖. Put pα=
(
p
(n)
α

)
n∈N

, where p
(n)
α (T )=‖P⊕n

α TP⊕n
α ‖,

T ∈ Mn (CE (D)), α ∈ Λ. The family {pα : α ∈ Λ} is an upward filtered family of
matrix seminorms on CE (D), which defines a matrix topology on CE (D). If E ∼ K
for some domain K in H , then both matrix topologies on CE (D) and CK (D) coin-
cide on CE (D) ∩ CK (D) = CE∨K (D). Moreover,

{
p
(1)
α : α ∈ Λ

}
are multiplicative

seminorms on CE (D), which are C∗-seminorms on the ∗-subalgebra C∗
E (D). Thus

CE (D) has a canonical quantum space structure given by the family {pα : α ∈ Λ}
of matrix seminorms associated with the domain E . Moreover, the quantum space
CE (D) is complete; therefore CE (D) is an Arens-Michael algebra [15, 2.1] whose
∗-subalgebra C∗

E (D) is a multinormed C∗-algebra [9].

2.3. Concrete models. Now we introduce concrete quantum spaces, quantum
systems and quantum ∗-algebras as relevant subspaces in CE (D) compatible with
its interior structures.

If V is a linear subspace in C∗
E (D), then we set V ∗ = {T ∗ : T ∈ V } for the space

of all dual operators taken from V . A linear subspace V ⊆ C∗
E (D) is said to be

self-adjoint (respectively, unital) if V ∗ = V (respectively, ID ∈ V ).

Definition 2.1. Any linear subspace in CE (D) is called a concrete quantum space
on a quantum domain E . A unital self-adjoint subspace in C∗

E (D) is called a quan-
tum system. If TS ∈ V for all elements T , S of a quantum system V , then we say
that V is a local operator algebra or a quantum ∗-algebra.

The completion of the concrete models introduced in Definition 2.1 remain the
same concrete models. In particular, if V ⊆ C∗

E (D) is a local operator algebra,

then its completion Ṽ ⊆ C∗
E (D) is a multinormed C∗-algebra called a quantum

C∗-algebra.
Let V ⊆ C∗

E (D) be a local operator algebra. An element T ∈ V is called locally
hermitian if T = T ∗ on a certain subspace Hα; that is, T |Hα = T ∗|Hα = (T |Hα)

∗

in B (Hα). In this case, we write T =α T
∗. If the latter is true for all α, we say that

T is (globally) hermitian; that is, T ∈ C∗
E (D)h. An element T ∈ V is said to be

locally positive if T ≥α 0; that is, T |Hα ≥ 0 in B (Hα) for some α ∈ Λ. Similarly,
it is defined a (globally) positive element in V .

Let V ⊆ C∗
E (D) andW ⊆ C∗

K (O) be quantum systems on the quantum domains
E = {Hα}α∈Λ and K = {Kι}ι∈Ω with their union spaces D and O, respectively. A
linear mapping ϕ : V → W is said to be locally positive if for each ι ∈ Ω there
corresponds α ∈ Λ such that ϕ (v) ≥ι 0 whenever v ≥α 0, and ϕ (v) =ι 0 if
v =α 0, v ∈ V . For brevity, we write ϕ (v) >ι 0 whenever v >α 0. Further, a
linear mapping ϕ : V → W is called local matrix positive if for each ι ∈ Ω there
corresponds α ∈ Λ such that ϕ(n) (v) ≥ι 0 (that is, ϕ(n) (v) |Kn

ι ≥ 0) whenever
v ≥α 0 (that is, v|Hn

α ≥ 0), and ϕ(n) (v) =ι 0 if v =α 0, v ∈ Mn (V ), n ∈ N. Thus
ϕ(n) (v) >ι 0 whenever v >α 0, v ∈Mn (V ), n ∈ N. In particular, all ϕ(n) are local
positive maps.

Finally, if for each ι ∈ Ω there corresponds α ∈ Λ such that
∥∥ϕ(n) (v)

∥∥
B(Kn

ι )
≤

‖v‖B(Hn
α ) for all v ∈ Mn (V ), n ∈ N, then we say that ϕ : V → W is a local

matrix contraction. Moreover, if Ω = Λ and
∥∥ϕ(n) (v)

∥∥
B(Kn

α)
= ‖v‖B(Hn

α ) for all

v ∈Mn (V ), n ∈ N, α ∈ Λ, then ϕ is called a local matrix isometry.
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3. The Cayley transform

In this section we use the Cayley transform to describe the multinormed C∗-
algebra C∗

E (D) of all noncommutative continuous functions on a domain E with its
union space D.
3.1. The set UE of unitary operators. Let H be a Hilbert space and let T be a
densely defined operator on H . We investigate the Cayley transform of a symmetric
operator T which leaves invariant its domain D (T ); that is, T (D (T )) ⊆ D (T )
(see also [21], [25]). For the sake of the reader we introduce some details of this
construction.

Lemma 3.1. Let T be a densely defined symmetric operator on H such that
T (D (T )) ⊆ D (T ). Then T is self-adjoint iff D (T ) = H.

Proof. If D (T ) = H , then T = T ∗, for T is symmetric.
Now assume that T is self-adjoint. So, T is a densely defined closed operator.

Then R (1 + T 2
)
= H by virtue of [20, 13.13.13]. Since (T + i) (T − i) = 1+T 2, it

follows thatR (T + i) = H . But (T + i)x = Tx+ix ∈ D (T ) for T (D (T )) ⊆ D (T );
that is, R (T + i) ⊆ D (T ). Whence D (T ) = H . �

Let T be a densely defined symmetric operator such that T (D (T )) ⊆ D (T ) and
let UT be the Cayley transform of T . According to the definition [20, 13.17], UT is
an isometry between D (UT ) = R (T + i) and R (UT ) = R (T − i) such that

UT (Tx+ ix) = Tx− ix, x ∈ D (T ) .

Note that R (T + i) ⊆ D (T ) and R (T − i) ⊆ D (T ). Moreover,

I − UT : D (UT ) −→ R (I − UT ) = D (T )

is one-to-one, and I − UT = 2i (T + i)
−1

.
Conversely, if V is a partial isometry on H such that I −V : D (V )→R (I − V )

is one-to-one, then V is the Cayley transform of a symmetric operator

S : D (S) = R (I − V )→R (S) , S (z − V z) = i (z + V z) , z ∈ D (V ) .

Thus V = US and D (V ) = R (S + i), R (V ) = R (S − i) [20, 13.13.19].
Lemma 3.2. Let T be a densely defined symmetric operator on H. Then

T (D (T )) ⊆ D (T ) iff R (I + UT ) ⊆ R (I − UT ) .

Proof. Put V = UT . Since I+V = 2T (T + i)
−1

, it follows that R (I + V ) = R (T ).
Hence T leaves invariant its domain if and only if R (I + V ) = R (T ) ⊆ D (T ) =
R (I − V ); that is, R (I + V ) ⊆ R (I − V ). �

Now let E = {Hα : α ∈ Λ} be a quantum domain in H with its union space D
and let T ∈ CE (D)sym. Then T is a densely defined symmetric operator on H

such that D (T ) = D =
⋃ E . Moreover, T ∈ C∗

E (D)h, thanks to (2.4). Note that
(T ± i) (E) ⊆ E ; that is, (T ± i) (Hα) ⊆ Hα for all α. Furthermore, T ± i are E-
bijections ; that is, (T ± i) |Hα = T |Hα ± i are invertible in B (Hα), respectively.
So,

R (T ± i) =
⋃
α∈Λ

R ((T ± i) |Hα) =
⋃
α∈Λ

Hα = D.

Therefore, T ± i : D → D are bijections such that (T ± i)−1 |Hα = (T |Hα ± i)−1 ∈
B (Hα) for all α. It follows that D (UT ) = R (T + i) = D andR (UT ) = R (T − i) =
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D; therefore UT : D → D is an isometry of D onto D. In particular, UT has a unique
unitary extension UT ∈ B (H).

Lemma 3.3. Let T ∈ CE (D)sym and let UT be the Cayley transform of the closure

T of T . Then UT = UT and T is a self-adjoint unbounded operator.

Proof. Since T ⊆ T�, the closure T is a closed symmetric operator on H . In
particular, R (T ± i) are closed subspaces [20, 13.13.16]. But D =R (T ± i) ⊆
R (T ± i) for T±i are E-bijections. Then R (T ± i) = H or D (UT ) = R (UT ) = H .

Hence UT = UT . In particular, UT is unitary and T is a self-adjoint unbounded
operator [20, 13.13.19]. �

UT being the Cayley transform of T , we conclude that

(I − UT ) |D = I − UT : D → D

is one-to-one and onto. In particular, N (I − UT ) = N
(
I − U∗

T

)
= R (I − UT )

⊥ ⊆
R (I − UT )

⊥
= D⊥ = {0}; that is, 1 does not belong to the point spectrum of UT .

Proposition 3.1. If T ∈ CE (D)sym, then σ (UT ) =
⋃

α∈Λ

σ (UT |Hα) and 1 /∈
⋃

α∈Λ

σ (UT |Hα). Moreover, 1 ∈ σ (UT ) iff T is discontinuous.

Proof. Since UT is unitary (see Lemma 3.3) and UT (Hα) = Hα, we conclude that

U∗
T
(Hα) = U−1

T
(Hα) ⊆ Hα, which in turn implies that UTPα = PαUTPα =(

PαU
∗
T
Pα

)∗
=
(
U∗
T
Pα

)∗
= PαUT for all α ∈ Λ, where Pα is the projection onto

Hα. It remains to use Corollary 2.1.
Further, (I − UT ) (Txα + ixα) = 2ixα, xα ∈ Hα; therefore

(
I − UT

)
Hα = Hα

for all α. Thus UT |Hα = UT |Hα is the Cayley transform of the selfadjoint and
bounded operator T |Hα. Hence 1 /∈ σ (UT |Hα) for each α (see Remark 3.1 below).

Finally, if T is bounded, then T is a bounded self-adjoint operator whose Cayley
transform UT is unitary and 1 /∈ σ(UT ). Conversely, if 1 /∈ σ(UT ), then T =
i(I + UT )(I − UT )

−1 is bounded. In particular, T is continuous. �

Remark 3.1. If T is bounded, then T has the self-adjoint extension T ∈ B (H)
(Lemma 3.1). So R (T + i

)
= H . Take x ∈ H and let x = lim {xn}, xn ∈ D.

Then UT

(
Tx+ ix

)
= limUT (Txn + ixn) = limUT (Txn + ixn) = limTxn−ixn =

Tx − ix. Thus UT

(
T + i

)
= T − i. Since

(
T + i

)−1 ∈ B (H), it follows that

UT =
(
T − i) (T + i

)−1
= r
(
T
)
, where r (t) = (t− i) (t+ i)−1, t ∈ R, is a rational

function. In particular, σ (UT ) = r
(
σ
(
T
)) ⊆ T\ {1}.

Theorem 3.1. Let E = {Hα : α ∈ Λ} be a domain in a Hilbert space with its union
space D and let UE ⊆ B (H) be a subset of all unitary operators V such that
V (Hα) = Hα, α ∈ Λ, and 1 /∈ ⋃

α∈Λ

σ (V |Hα). The Cayley transform T �→ UT

implements a bijection

CE (D)sym → UE .

Moreover, T is bounded iff 1 /∈ σ (UT ).
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Proof. Take V ∈ UE . Then V (Hα) = Hα and 1 /∈ σ (V |Hα) for each α. Therefore
V (D) = D and

R (I − V |D) =
⋃
α

R (I − V |Hα) =
⋃
α

Hα = D;

that is, I − V |D : D → D is one-to-one and onto. In particular, R (I + V |D) ⊆
D = R (I − V |D). Put

S : D (S) = D → D, S (x− V x) = i (x+ V x) , x ∈ D.
If x ∈ Hα, then S (x− V x) ∈ Hα; that is, S (Hα) ⊆ Hα for all α. Moreover,
V |D = US thanks to [20, 13.13.19] and Lemma 3.2. Therefore V = US or V = US

by virtue of Lemma 3.3. Taking into account that S = i (1 + V |D) (1− V |D)−1,
we conclude that S|Hα ∈ B (Hα) for all α. In particular, S ∈ CE (D)sym.

Since the Cayley transform T �→ UT is one-to-one, it follows that the mapping
CE (D)sym → UE , T �→ UT is a bijection.

Finally, T is bounded iff 1 /∈ σ (UT ), by virtue of Proposition 3.1. �

3.2. The relationship between spectra. Now we propose some relationships
between the sets σ

(
UT

) \ ⋃
α∈Λ

σ (UT |Hα) and R\σ (T |Hβ). Let us introduce the

function f : T\ {1} → R given by the rule

f (λ) =

⎧⎪⎨
⎪⎩

(
1+Re(λ)
1−Re(λ)

)1/2
, if Im (λ) ≤ 0,

−
(

1+Re(λ)
1−Re(λ)

)1/2
, if Im (λ) > 0.

One can easily verify that f is a continuous bijection such that f {Im (λ) ≤ 0} =
{r ≥ 0} and f {Im (λ) > 0} = {r < 0}.
Proposition 3.2. If T ∈ CE (D)sym is a discontinuous operator, then

f

(
σ
(
UT

)∖{1} ∪ ⋃
α∈Λ

σ (UT |Hα)

)
⊆ R\σ (T |Hβ)

for each β ∈ Λ.

Proof. Since T is not bounded, we have 1 ∈ σ
(
UT

)
thanks to Proposition 3.1.

Fix β ∈ Λ and consider an upward filtered set Ω = {α ∈ Λ : α ≥ β}. Take λ ∈
σ
(
UT

) \ ⋃
α∈Λ

σ (UT |Hα) with λ �= 1. Put cλ = 2 |Im (λ)| |λ− 1|−2
. If λ = a + ib,

then

cλ =
2 |b|

(a− 1)2 + b2
=

2 |b|
a2 + 1− 2a+ b2

=
|b|

1− a =

√
1− a2
1− a

=

√
1− a√1 + a

1− a =

√
1 + a√
1− a =

(
1 + Re (λ)

1− Re (λ)

)1/2

;

recall that λ ∈ T. Hence f (λ) = cλ if Im (λ) ≤ 0, and f (λ) = −cλ if Im (λ) > 0.
By assumption λ /∈ ⋃

α∈Λ

σ (UT |Hα). There are positive constants δα (λ) with

‖(λ− UT |Hα) zα‖ ≥ δα (λ) ‖zα‖ for all zα = Txα + ixα ∈ Hα, xα ∈ Hα, α ∈ Ω.
One may assume that δα (λ) ↓ 0. Indeed, if δα (λ) ≥ C (λ) > 0 for all α ∈ Ω,
then

∥∥(λ− UT

)
z
∥∥ ≥ C (λ) ‖z‖ for all z ∈ D. D being a dense subspace in H , we
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conclude that the latter inequality is true for all z ∈ H . Since λ−UT is normal, it
follows that λ /∈ σ (UT

)
(see [20, 12.12.12]), a contradiction.

Finally, using similar arguments one can derive that f (λ) ∈ R\σ (T |Hβ). We
omit the details. �

Remark 3.2. f being a bijection, we conclude from Proposition 3.2 that if spectra
σ (T |Hα) are concentrated to the positive side in R and “rich” enough (for instance,
connected), then the points from σ

(
UT

) \ ⋃
α∈Λ

σ (UT |Hα) are located in the upper

semicircle, and vice versa (see Corollary 3.1 below). In particular, if each σ (T |Hα)
is a closed connected interval and

⋃
α∈Λ

σ (T |Hα) = R, then

σ
(
UT

)
= {1} ∪

⋃
α∈Λ

σ (UT |Hα) .

3.3. The normal elements in C∗
E (D). We say that T ∈ C∗

E (D) is a normal
element if TT ∗ = T ∗T . One can easily verify that T is a normal element in
C∗

E (D) iff T = A + iB and AB = BA for the uniquely determined hermitian
elements A,B ∈ C∗

E (D)h. In particular, all hermitian elements in C∗
E (D) are

normal. As we have mentioned in Subsection 2.2, the multinormed C∗-algebra
C∗

E (D) consists of closable unbounded operators, and the closure T of a hermitian
element T ∈ C∗

E (D)h is a self-adjoint unbounded operator on H thanks to Lemma
3.3.

Proposition 3.3. Let T ∈ C∗
E (D). Then T is a normal element if and only if

T is an unbounded normal operator on H. In this case T = A + iB whenever
T = A+ iB.

Proof. If the closure T is a normal operator on H , then D
(
T
)
= D

(
T�) and

T�T = TT�. It follows that D ⊆ D (T�T
)
, D ⊆ D (TT�) and T ∗T = T�T |D =

TT�|D = TT ∗; that is, T is a normal element in C∗
E (D).

Conversely, assume that T is a normal element. First, let us prove that T ∗ = T�.
Since T ∗ = A− iB ⊆ T�, it follows that T ∗ ⊆ T�. Take a point

(
x, T�x

)
from the

graph of the operator T� which is orthogonal to the graph of T ∗. Then x ∈ D (T�)
and

〈x, y + TT ∗y〉 = 〈x, y〉+〈x, TT ∗y〉=〈x, y〉+〈T�x, T ∗y
〉
=
〈(
x, T�x

)
, (y, T ∗y)

〉
= 0

for all y ∈ D. But (I + TT ∗) (D) = D. Indeed, I + TT ∗ is E-bijection, since
(I + TT ∗) (Hα) =

(
IHα + (T |Hα) (T |Hα)

∗)
(Hα) = Hα for all α ∈ Λ.

In particular, (I + TT ∗) (D) =
⋃

α (I + TT ∗) (Hα) = D. Consequently, x ⊥ D;
that is, x = 0, for D is dense in H . In particular, T ∗ = T�.

Since T ∗T = TT ∗, it follows that ‖Tx‖ = ‖T ∗x‖ for all x ∈ D. Then D (T ) =
D (T ∗). Indeed, if z ∈ D (T ), then z = limxn and Tz = limTxn for a certain
sequence (xn) in D. But (T ∗xn) is a Cauchy sequence in H , for ‖T ∗ (xn − xm)‖ =
‖T (xn − xm)‖. Therefore T ∗z = lim T ∗xn. This means that z ∈ D (T ∗). Hence

D (T ) ⊆ D (T ∗) ⊆ D (T ∗∗) = D (T ). In particular, D (T ) = D (T ∗) = D (T�) =
D
(
T

�)
; that is, D (T ) = D (T�)

.
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Finally, if z = lim xn ∈ D
(
T
)
with (xn) ⊆ D and Tz = limTxn, then (T ∗xn)

converges and
∥∥Tz∥∥ = lim ‖Txn‖ = lim ‖T ∗xn‖ = lim

∥∥T�xn
∥∥ =

∥∥∥T�
z
∥∥∥. There-

fore,
∥∥Tz∥∥ =

∥∥∥T�
z
∥∥∥ for all z ∈ D (T ) = D (T�)

. It follows that T is a normal

operator (see [20, Ch. 13, Exercise 16]).
It remains to prove that T = A + iB whenever T = A + iB with AB =

BA. By Lemma 3.3, A and B are self-adjoint operators and we have bounded

operators
(
A+ i

)−1
and

(
B + i

)−1
. Since

(
A+ i

)−1 |Hα = (A|Hα + i)
−1

and(
B + i

)−1 |Hα = (B|Hα + i)
−1

, it follows that
(
A+ i

)−1
and

(
B + i

)−1
commute

on D. Hence (A+ i
)−1

and
(
B + i

)−1
are commuting operators on H . In particu-

lar, A+ iB is a normal operator (see [25, Section 4]). Since T = A+ iB ⊆ A+ iB,
it follows that T ⊆ A+ iB. But T is normal; therefore it is maximally normal [20,
13.13.32]. Whence T = A+ iB. �

3.4. The local realization for an operator T ∈CE (D)sym. Let E = {Hα : α∈Λ}
be a domain in a Hilbert space H with its union space D. An operator S ∈ B (H) is
said to be a D-bijection if S (D) ⊆ D and S|D : D → D is a bijection. Respectively,
we say that S is an E-bijection if S (E) ⊆ E and all restrictions S|Hα : Hα → Hα

are bijections; that is, S|Hα are invertible in B (Hα), respectively. As follows from
Theorem 3.1, all unitary operators from the class UE introduced in Theorem 3.1
are E-bijections.

Now let T ∈ CE (D)sym and put

(3.1) DT = 2I − UT − U∗
T
∈ B (H) ,

which is a hermitian operator. Actually, DT ≥ 0 for

σ (DT ) =
{
2− λ− λ : λ ∈ σ (UT )

}
= {2 (1− Re (λ)) : λ ∈ σ (UT )} ≥ 0.

Moreover, DT leaves invariant each subspace Hα and DT |Hα = 2 − UT |Hα −
(UT |Hα)

∗
, which in turn implies that

σ (DT |Hα) = {2 (1− Re (λ)) : λ ∈ σ (UT |Hα)} > 0

for 1 /∈ σ (UT |Hα). Thus (DT |Hα)
−1 ∈ B (Hα) for all α. The latter means that DT

is an E-bijection. We also set

(3.2) WT = i
(
UT − U∗

T

) ∈ B (H) ,

which is a hermitian operator. Note that WT (Hα) ⊆ Hα and

WT |Hα = i
(
UT |Hα − (UT |Hα)

∗)
for all α.

Lemma 3.4. If T ∈ CE (D)sym, then T |Hα = (WT |Hα) (DT |Hα)
−1

for all α ∈ Λ.

Proof. We use the same argument carried out in [25]. Take x ∈ Hα. Then

(I − UT ) (T |Hα+i)x = Tx+ix−Tx+ix= 2ix. But x=(T |Hα + i)
−1

(T |Hα + i)x;
therefore

(I − UT ) (T |Hα + i)x = 2i (T |Hα + i)−1 (T |Hα + i)x.

Taking into account that R (T |Hα + i) = Hα, we deduce that

I − UT |Hα = 2i (T |Hα + i)
−1 ∈ B (Hα)
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for all α ∈ Λ. Thereby

I − U∗
T
|Hα = (1− UT |Hα)

∗
=
(
2i (T |Hα + i)

−1
)∗

= −2i (T |Hα − i)−1
.

It follows that

2I−UT |Hα− U∗
T |Hα = I− UT |Hα+I − U∗

T |Hα=2i (T |Hα+i)
−1− 2i (T |Hα − i)−1

= 2i
(
(T |Hα + i)

−1 − (T |Hα − i)−1
)

= 2i (T |Hα + i)
−1

(T |Hα − i− (T |Hα + i)) (T |Hα − i)−1

= 4 (T |Hα + i)
−1

(T |Hα − i)−1

= 4
(
1 + T 2|Hα

)−1
;

that is,

(3.3) DT |Hα = 2− UT |Hα − U∗
T |Hα = 4

(
1 + T 2|Hα

)−1
.

Further,

UT |Hα − U∗
T |Hα

= − (1− UT |Hα) + (1− U∗
T |Hα) = −2i (T |Hα + i)

−1 − 2i (T |Hα − i)−1

= −2i
(
(T |Hα + i)−1 + (T |Hα − i)−1

)

= −2i (T |Hα + i)
−1

(T |Hα − i+ (T |Hα + i)) (T |Hα − i)−1

= −4i (T |Hα + i)
−1

(T |Hα) (T |Hα − i)−1
= −4i (T |Hα)

(
1 + T 2|Hα

)−1
.

That is, UT |Hα − U∗
T |Hα = −4i (T |Hα)

(
1 + T 2|Hα

)−1
, thereupon

(3.4) WT |Hα = 4 (T |Hα)
(
1 + T 2|Hα

)−1
.

Using (3.3) and (3.4), we derive that

(WT |Hα) (DT |Hα)
−1

= 4 (T |Hα)
(
1 + T 2|Hα

)−1
4−1
(
1 + T 2|Hα

)
= (T |Hα)

(
1 + T 2|Hα

)−1 (
1 + T 2|Hα

)
= T |Hα;

that is, (WT |Hα) (DT |Hα)
−1

= T |Hα. �

Corollary 3.1. Let T ∈ CE (D)sym. Then T ≥α 0 iff Im (λ) ≤ 0 for all λ ∈
σ (UT |Hα). In particular, T ≥ 0 iff σ (UT ) lies on the lower semicircle of T.

Proof. By Lemma 3.4, T |Hα belongs to the commutative C∗-algebra generated by
UT |Hα in B (Hα). Due to the spectral mapping theorem, we have

σ (T |Hα) =

{
i
(
λ− λ)

2− λ− λ : λ ∈ σ (UT |Hα)

}
=

{ − Im (λ)

1− Re (λ)
: λ ∈ σ (UT |Hα)

}
.

It follows that σ (T |Hα) ≥ 0 iff Im (λ) ≤ 0 for all λ ∈ σ (UT |Hα).

Finally, using Proposition 3.1, infer that σ (UT ) =
⋃

α∈Λ

σ (UT |Hα). Therefore

T ≥ 0 iff Im (λ) ≤ 0 for all λ ∈ ⋃
α∈Λ

σ (UT |Hα). The latter means that σ (UT ) lies

in the lower semicircle of T. �
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4. Noncommutative rational functions

In this section we introduce noncommutative rational functions on an inner-
product space in the pure algebraic context. The fractional space construction
proposed in [25] has a quite commutative nature. When we deal with noncom-
mutative fractions it is automatically appeared as a problem with their sums and
products, which is the known algebraic phenomenon. A way to handle noncommu-
tative fractions in elements of a Lie algebra has been proposed in [22] and applied
to the multivariable spectral theory in [6]. Some tinges of these ideas are proposed
below.

Let D be an inner-product space whose completion is H . Put

BD = {T ∈ B (H) : T (D) ⊆ D and T ∗ (D) ⊆ D} .
Obviously, BD is a unital ∗-subalgebra in B (H). Further, consider the set MD of
all self-adjoint elements m from BD such that m|D : D → D is a bijection; that is,

MD = {m ∈ BD : m is a D-bijection, m = m∗} .
Obviously, 1H ∈MD and mn ∈MD whenever m, n ∈MD and mn = nm. We say
that MD is the set of all denominators in BD.

To define a fraction space BD/MD consider the set BD ×MD of all ordered
pairs (T,m), T ∈ BD, m ∈MD. Put

(T,m) ∼ (S, n) if T (m|D)−1
= S (n|D)−1

.

Note that T (m|D)−1
and S (n|D)−1

are linear transformations on D; that is,

T (m|D)−1
, S (n|D)−1 ∈ L (D). One can easily verify that ∼ is an equivalence

relation on BD ×MD. We use T/m to indicate the equivalence class of (T,m),
that is, an element of the quotient set BD ×MD/ ∼ denoted by BD/MD. The set
BD/MD is embedded into L (D) by means of the injective mapping

BD/MD −→ L (D) , T/m �→ T (m|D)−1
.

We shall identify BD/MD with its range in L (D), and put T/m = T (m|D)−1
. We

also write T instead of T (1H |D)−1, where T ∈ BD. Note that if T |D =0, then
T = 0 for T ∈ B (H). Thus BD ⊆BD/MD ⊆ L (D).

Take T/m ∈ BD/MD. Set (T/m)
∗

= (m|D)−1
T ∗|D ∈ L (D); recall that

T ∗ (D) ⊆ D. We also set

(BD/MD)
∗
=
{
(T/m)

∗
: T/m ∈ BD/MD

} ⊆ L (D) .
Then〈

(m|D)−1
x, y
〉
=
〈
(m|D)−1

x, (m|D) (m|D)−1
y
〉
=
〈
(m|D)−1

x,m (m|D)−1
y
〉

=
〈
m (m|D)−1

x, (m|D)−1
y
〉

=
〈
x, (m|D)−1

y
〉

for all x, y ∈ D. It follows that
〈(T/m)x, y〉 =

〈
T (m|D)−1

x, y
〉
=
〈
(m|D)−1

x, T ∗y
〉

=
〈
x, (m|D)−1

T ∗y
〉
=
〈
x, (T/m)

∗
y
〉



818 ANAR DOSI

for all x, y ∈ D. Let us consider the full (or the inverse preserving) [4, 1.1.4]
subalgebra C (D) in L (D) generated by the set (BD/MD)∪(BD/MD)

∗
. Evidently,

each a ∈ C (D) has the adjoint a∗ ∈ C (D) with the property 〈ax, y〉 = 〈x, a∗y〉
for all x, y ∈ D. In this sense, C (D) is a unital ∗-algebra called the algebra of
noncommutative rational functions over D.

The following simple description of the ∗-algebra C (D) can be done. Let r(1) (D)
be the subalgebra in L (D) generated by the set (BD/MD) ∪ (BD/MD)

∗
. Each

element a ∈ r(1) (D) is a polynomial p (F ) in elements of a finite subset F ⊆
(BD/MD) ∪ (BD/MD)

∗. Therefore a has the adjoint a∗ ∈ r(1) (D) with the prop-
erty 〈ax, y〉 = 〈x, a∗y〉 for all x, y ∈ D. Let us introduce the set

M
(2)
D =

{
m ∈ r(1) (D) : m is a D-bijection, m = m∗

}

and put M
(1)
D = MD. By r(1) (D) /M(2)

D we denote the set of all linear transforma-

tions a (m|D)−1. Put again a/m = a (m|D)−1. Evidently, (a/m)∗ = (m|D)−1 a∗

and let (
r(1) (D) /M(2)

D
)∗

=
{
(a/m)

∗
: a/m ∈ r(1) (D) /M(2)

D
}
.

We have a subalgebra r(2) (D) ⊆ L (D) generated by the set
(
r(1) (D) /M(2)

D
)
∪(

r(1) (D) /M(2)
D
)∗

. Based upon the inductive argument, one may define an increas-

ing sequence of ∗-subalgebras r(n) (D), n ≥ 1, such that

BD ⊆ r(1) (D) ⊆ r(2) (D) ⊆ · · · ⊆ r(n) (D) ⊆ · · · .
By its very definition,

C (D) =
⋃
n≥0

r(n) (D) ,

where r(0) (D) = BD.

5. Multinormed C∗
-algebra of noncommutative rational functions

To introduce a topological version of the ∗-algebra C (D) proposed in Section 4,
we assume that the inner-product space D is the union space of a quantum domain
E = {Hα : α ∈ Λ} in a Hilbert space H .

5.1. The C∗-algebra C∗
E (H) and its multinormed completion. Let p ={Pα :

α ∈ Λ} be the projection net in B (H) associated with E . As in Section 4, we set

BE = {T ∈ B (H) : T (E) ⊆ E and T ∗ (E) ⊆ E} .
Thus T (Hα) ⊆ Hα and T ∗ (Hα) ⊆ Hα for all α ∈ Λ. Evidently, BE ⊆ BD and
BE is the commutant of the net p in B (H). In particular, it is a C∗-algebra.
Furthermore,

BE = C∗
E (H) ,

thanks to Lemma 2.3. Fix an index α, and consider the restriction mapping
πα : C∗

E (H) → B (Hα), πα (T ) = T |Hα, which is a unital ∗-homomorphism.
Therefore its range, denoted by Bα, is a C∗-algebra in B (Hα). Furthermore,
‖T ‖α = ‖T |Hα‖B(Hα) is a C

∗-seminorm on C∗
E (H), and the C∗-algebra generated

by this seminorm is reduced to Bα. That is, Bα is the completion of the quotient
algebra C∗

E (H) /Iα, where Iα = {T ∈ C∗
E (H) : ‖T ‖α = 0}. Moreover, if α ≤ β

for some α, β ∈ Λ, then there is a canonical ∗-homomorphism παβ : Bβ → Bα
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such that παβ (T |Hβ) = T |Hα. Thus we have an inverse system {Bα, παβ} of C∗-
algebras whose inverse limit lim←−{Bα, παβ} is a completion C∗

E (H)
∼
of C∗

E (H) with

respect to the topology associated by the family of C∗-seminorms {‖·‖α : α ∈ Λ}
(see [15, 5.2.10]).

Definition 5.1. The multinormed C∗-algebra C∗
E (H)∼ is called a topological al-

gebra of noncommutative rational functions on E .
The inclusion C∗

E (H) ⊆ C∗
E (H)

∼
is given by the local contractive ∗-monomor-

phism

(C∗
E (H) , ‖·‖α , α ∈ Λ)→ lim←−{Bα, παβ} , T �→ (T |Hα)α∈Λ .

Let us note that if T |Hα = 0 for all α, then T |D =0, and keeping the fact T ∈ B (H)
in mind, we infer that T = 0. Thus the C∗-algebra C∗

E (H) has an additional
polynormed space structure. Being an inverse limit of the C∗-algebras, C∗

E (H)
∼

possesses a canonical quantum space structure. Actually, it is just the completion
of the quantum space C∗

E (H) whose structure is well defined by the identifications
Mk (C

∗
E (H)) = C∗

Ek

(
Hk
)
, k ∈ N.

Lemma 5.1. The algebra C∗
E (H)

∼
can be identified with a certain ∗-subalgebra in

C∗
E (D) up to a topological ∗-isomorphism.

Proof. Take b = (bα)α∈Λ ∈ C∗
E (H)

∼
= lim←−{Bα, παβ}. Put Sbx = bαx whenever

x ∈ Hα. If α ≤ β, then Sbx = bαx = (bβ |Hα)x. So Sb ∈ L (D) is well defined.
One can easily verify that Sbc = SbSc and S1H = 1D. The correspondence b �→
Sb implements an embedding C∗

E (H)
∼ → L (D). Note that Sb (Hα) ⊆ Hα and

Sb|Hα = bα ∈ B (Hα) for all α. Thereby, Sb ∈ CE (D). Furthermore, if x, y ∈ Hα,
then 〈Sbx, y〉 = 〈bαx, y〉 = 〈x, b∗αy〉 = 〈x, Sb∗y〉. Thus Sb has an unbounded dual

S�
b such that D ⊆ D

(
S�
b

)
and S�

b |D = Sb∗ ∈ CE (D). It follows that Sb ∈ C∗
E (D),

thanks to [9, Proposition 3.1] (see also Subsection 2.2).
Finally, ‖Sb‖α = ‖Sb|Hα‖ = ‖bα‖ = ‖b‖α for all α. Consequently, the embedding

C∗
E (H)

∼ → C∗
E (D) is a topological ∗-isomorphism. �

Based upon Lemma 5.1, we shall identify C∗
E (H)∼ with its range in C∗

E (D).
Actually, we shall prove below (see Theorem 5.1) that the inclusion C∗

E (H)
∼ ⊆

C∗
E (D) cannot be proper.

5.2. The fractional spaces. Now let us introduce the set of all denominators ME
of the C∗-algebra C∗

E (H) in the following way:

ME = {m ∈ C∗
E (H) : m is a E-bijection, m = m∗} .

Thus each restriction m|Hα is invertible in B (Hα), and (m|Hα)
−1 ∈ Bα (see for

instance [10, 1.1.12]) for all α. In particular, m is a D-bijection too; that is,
m|D : D → D is a bijection. Thereby, ME ⊆ MD (see Section 4). Take m ∈
ME . The family

(
(m|Hα)

−1
)
α∈Λ

is compatible in the sense that (m|Hα)
−1 =

(m|Hβ)
−1 |Hα ∈ Bα whenever α ≤ β. Moreover, (m|D)−1

=
(
(m|Hα)

−1
)
α∈Λ

∈
C∗

E (H)
∼ ⊆ C∗

E (D) on the grounds of Lemma 5.1. In particular, T (m|D)−1 ∈
C∗

E (D) whenever T ∈ C∗
E (H). Note also that

T (m|D)−1 |Hα = T (m|Hα)
−1

= T |Hα (m|Hα)
−1 ∈ B (Hα) ,
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for all α. As in Section 4, let us introduce an equivalence relation on the set
C∗

E (H)×ME of all ordered pairs (T,m), T ∈ C∗
E (H), m ∈ME , by setting

(T,m) ∼ (S, n) if T (m|D)−1
= S (n|D)−1

in C∗
E (D) .

We put T/m to indicate the equivalence class representing (T,m). Moreover, the
quotient set C∗

E (H)×ME/ ∼ is identified with a subset in C∗
E (D) via the identifi-

cation

C∗
E (H)×ME/ ∼⊆ L (D) , T/m = T (m|D)−1

.

For each m ∈ME we set

C∗
E (H) /m = {T/m : T ∈ C∗

E (H)} ,
which is a subspace in C∗

E (D). We say that C∗
E (H) /m is a fractional space with

the denominator m. Thus
∑

m∈ME C
∗
E (H) /m is a subspace in L (D) generated by

C∗
E (H)×ME/ ∼, which is denoted by C∗

E (H) /ME . Confirm that

1D = 1H/1H = m/m ∈ C∗
E (H) /m

for all m ∈ME . In particular, each fractional space C∗
E (H) /m is a unital quantum

space in C∗
E (D).

We equip the set ME of all denominators with a pre-order structure. Namely,
set n � m for n,m ∈ME if (n|D)−1 (m|D) is bounded. Identifying (n|D)−1 (m|D)
with its completion we write n−1m ∈ B (H). Moreover, mn−1 is also bounded

and
(
n−1m

)∗
= mn−1. Since n−1m (Hα) ⊆ Hα and mn−1 (Hα) ⊆ Hα for all

α, it follows that n−1m commutes with all projections from the net p. Whence
n−1m ∈ BE = C∗

E (H).

Lemma 5.2. Let n,m ∈ME . Then n � m iff C∗
E (H) /n ⊆ C∗

E (H) /m.

Proof. If n−1m is bounded and T ∈ C∗
E (H), then we have

T/n = (T |D) (n|D)−1
=(T |D) (n|D)−1

(m|D) (m|D)−1
=(T |D) (n−1m|D) (m|D)−1

=
(
T
(
n−1m

) |D) (m|D)−1
=
(
T
(
n−1m

))
/m.

Hence C∗
E (H) /n ⊆ C∗

E (H) /m.

Conversely, if the latter inclusion holds, then 1H/n = (n|D)−1
= (S|D) (m|D)−1

for a certain S ∈ C∗
E (H). It follows that n−1m|D = S|D; that is, n−1m|D is

bounded. �

Let M ⊆ ME be a unital subset of denominators; that is, 1H ∈ M . A subset
M0 ⊆ M is said to be cofinal if for each n ∈ M there corresponds m ∈ M0 such
that n � m.

Definition 5.2. Let M be a unital subset in ME , and let Fm ⊆ C∗
E (H) /m be a

subspace for each m ∈M . An algebraic sum FM =
∑

m∈M Fm of these subspaces
is said to be a fractional space if 1H/n ∈ Fn ⊆ Fm whenever n � m, n,m ∈M .

The sum
∑

m∈M C∗
E (H) /m, denoted by C∗

E (H) /M , is an example of a fractional
space thanks to Lemma 5.2. Another example can be proposed involving a unital
C∗-subalgebra JM ⊆ C∗

E (H) which contains all n−1m, n � m, n,m ∈ M . In

particular, m = 1−1
H m ∈ JM for each m ∈ M . We say that JM is a C∗-algebra

related to the subset M ⊆ME . We again set

JM/m = {T/m : T ∈ JM} .
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If n � m for some n,m ∈ M , and T ∈ JM , then T
(
n−1m

) ∈ JM . Therefore
JM/n ⊆ JM/m. Thus JM/M =

∑
m∈M JM/m is a fractional space.

Remark 5.1. Note that FM =
∑

m∈M Fm =
∑

m∈M0
Fm = FM0 for each cofinal

subset M0 ⊆M , as follows from Definition 5.2.

If T/m ∈ C∗
E (H) /ME , then we put (T/m)

∗
= (m|D)−1

T ∗|D ∈ C∗
E (D) and

(C∗
E (H) /ME)

∗ =
{
(T/m)∗ : T/m ∈ C∗

E (H) /ME
}
. Thus

〈(T/m)x, y〉 = 〈x, (T/m)∗ y
〉

for all x, y ∈ D (see Section 4). As in the purely algebraic case, we use r(1) (E) to in-
dicate the subalgebra in C∗

E (D) generated by the set (C∗
E (H) /ME)∪(C∗

E (H) /ME)
∗
.

This is a ∗-subalgebra in C∗
E (D). Replacing D-bijections by E-bijections and using

the same argument as in Section 4, one may propose a sequence r(n) (E), n ≥ 0, of ∗-
subalgebras in C∗

E (D) such that C∗
E (H) = r(0) (E) ⊆ r(1) (E) ⊆ · · · ⊆ r(n) (E) ⊆ · · · .

Lemma 5.3. All r(n) (E) are ∗-subalgebras in C∗
E (H)

∼
.

Proof. For n = 0, r(0) (E) = C∗
E (H) ⊆ C∗

E (H)
∼

thanks to Lemma 5.1. As-

sume that r(n−1) (E) ⊆ C∗
E (H)

∼
is a ∗-subalgebra. Take a self-adjoint element

b ∈ r(n−1) (E) which is a E-bijection; that is, b ∈ M
(n)
E (see Section 4). Thus

b (Hα) ⊆ Hα and (b|Hα)
−1 ∈ B (Hα) for all α ∈ Λ. With C∗

E (H)∼ = lim←−{Bα, παβ}
in mind, infer that b|Hα ∈ Bα. Then (b|Hα)

−1 ∈ Bα for all α. Since the fam-

ily c =
(
(b|Hα)

−1
)
α∈Λ

is compatible, we conclude that c ∈ C∗
E (H)

∼
(Lemma

5.1) and c = b−1. In particular, ab−1 ∈ C∗
E (H)

∼
for all a ∈ r(n−1) (E); that is,

r(n−1) (E) /M(n)
E ⊆ C∗

E (H)∼. Then
(
r(n−1) (E) /M(n)

E
)∗
⊆ C∗

E (H)∼, which in turn

implies that r(n) (E) ⊆ C∗
E (H)∼. �

Remark 5.2. Note that the inclusion r(0) (E) ⊆ r(1) (E) is proper except in trivial

cases. The inverse (m|D)−1
of a self-adjoint E-bijection m ∈ C∗

E (H) can be
discontinuous, which explains the following argument. Take T ∈ C∗

E (D)h, which is

a symmetric unbounded operator on H . Then DT = 2 − UT − U∗
T (see (3.1)) is

a positive E-bijection; that is, DT ∈ME . Moreover, according to (3.3) (see to the
proof of Lemma 3.4),

DT |Hα = 4
(
1 + T 2|Hα

)−1 ∈ B (Hα)

for all α. Therefore (DT |D)−1 |Hα = (DT |Hα)
−1

= 4−1
(
1 + T 2|Hα

)
, whence

(DT |D)−1 = 4−1
(
1D + T 2

)
.

The latter in turn implies that (DT |D)−1
is bounded iff T is as well. Indeed, if T is

bounded, then 4−1
(
1 + T 2

)
is a bounded operator without any doubt. Conversely,

if (DT |D)−1
is bounded, then so is T 2. Thus ‖T |Hα‖2 =

∥∥∥(T |Hα)
2
∥∥∥ ≤ ∥∥T 2

∥∥
for all α; that is, sup {‖T |Hα‖} < ∞. Hence T is bounded. Thus (DT |D)−1 ∈
r(1) (E) \r(0) (E) whenever T is not bounded. Moreover, (DT |D)−1 ∈ C∗

E (H)
∼

thanks to Lemma 5.3.
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Theorem 5.1. Let E be a quantum domain in H with its union space D. Then
r(n+1) (E) = r(n) (E) for all n ≥ 1, and

C∗
E (D) = C∗

E (H)
∼
= r(1) (E) = C∗

E (H) /ME .

Proof. Using Lemmas 5.1 and 5.3, infer that
∑

m∈ME C
∗
E (H) /m ⊆ r(1) (E) ⊆

C∗
E (H)

∼ ⊆ C∗
E (D). It remains to prove that C∗

E (D) ⊆ C∗
E (H) /ME . The canonical

expansion of an element from C∗
E (D) into its real and imaginary parts allows us

to conclude that C∗
E (D) = C∗

E (D)h + iC∗
E (D)h, where C∗

E (D)h is the set of all
hermitian elements in C∗

E (D). It suffices to prove that C∗
E (D)h ⊆ C∗

E (H) /ME .
Take T ∈ C∗

E (D)h. Then T ∈ CE (D)sym (see (2.4)). That is, T is a symmetric

unbounded operator on H such that D (T ) = D, T (Hα) ⊆ Hα and T |Hα ∈ B (Hα)
for all α ∈ Λ. By Theorem 3.1, the Cayley transform S �→ US implements a
bijection C∗

E (D)h → UE , where UE is the set of all unitary operators V ∈ B (H)
such that V (Hα) = Hα, α ∈ Λ, and 1 /∈ ⋃

α∈Λ

σ (V |Hα). Thus UE consists of

E-bijections; in particular, UE ⊆ C∗
E (H) (see Subsection 5.1). Consider the op-

erators DT and WT determined in (3.1) and (3.2), respectively. As we have just
shown in Remark 5.2, DT ∈ME for all T ∈ C∗

E (D)h. Using Lemma 3.4, infer that

T |Hα = (WT |Hα) (DT |Hα)
−1 for all T ∈ C∗

E (D)h and α. It follows that T = AT ,
where AT =WT /DT ∈ C∗

E (H) /DT . Hence

C∗
E (D) ⊆

∑
T∈C∗

E(D)h

C∗
E (H) /DT ⊆

∑
m∈ME

C∗
E (H) /m = C∗

E (H) /ME ;

that is, C∗
E (D) = C∗

E (H)
∼
= r(1) (E) =∑m∈ME C

∗
E (H) /m. �

Remark 5.3. As follows from the argument proposed in the proof of Theorem
5.1, p (AT ) = p (T ) whenever T = (T1, . . . , Tn) is an n-tuple in C∗

E (D)h, AT =
(AT1 , . . . , ATn), p (T ) =

∑
τ cτT

τ is a noncommutative polynomial in elements of
T , where τ : {1, . . . , n} → {1, . . . , n} is a mapping and T τ = Tτ(1) · · ·Tτ(n) is a
monomial. In particular,

C∗
E (D) =

∑
T∈C∗

E(D)h

C∗
E (H) /DT = C∗

E (H) /D,

where D = {DT : T ∈ C∗
E (D)h} is a set of positive denominators.

Corollary 5.1. Let V ⊆ C∗
E (D) be a quantum system. If T ∗T ∈ V for each T ∈ V ,

then V is a fractional subspace in C∗
E (D). In particular, each quantum ∗-algebra is

a fractional space.

Proof. Being a quantum system, we have the canonical expansion V = Vh +
iVh. Using Theorem 5.1 and Remark 5.3, we infer that V ⊆ ∑T∈Vh

C∗
E (H) /DT

= C∗
E (H) /DV , where DV = {DT : T ∈ Vh}. Fix T ∈ Vh and let FT = V ∩

(C∗
E (H) /DT ) be a subspace in C∗

E (H) /DT . Note that T = AT = WT /DT ∈ V ∩
(C∗

E (H) /DT ) = FT . Therefore Vh ⊆
∑

T∈Vh
FT , which in turn implies that

V = Vh + iVh ⊆
∑

T∈Vh
FT ⊆ V ; that is, V =

∑
T∈Vh

FT .

If DT � DS for some T, S ∈ Vh, then C∗
E (H) /DT ⊆ C∗

E (H) /DT by virtue of
Lemma 5.2. It follows that FT ⊆ FS . It remains to prove that 1H/DT ∈ FT (see

Definition 5.2). Due to Remark 5.2, we have 1H/DT = (DT |D)−1 = 4−1
(
1D + T 2

)
.

By assumption V is a quantum system with S∗S ∈ V for all S ∈ V . In particular,
1D ∈ V and T 2 ∈ V for all T ∈ Vh. Thus 1H/DT ∈ V ∩ C∗

E (H) /DT = FT . �
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5.3. Normal algebras of unbounded operators. The theory of normal algebras
consisting of unbounded operators has been developed in [25] by F.-H. Vasilescu.
Fix a dense subspace D in H and consider the unital ∗-algebra

L∗ (D) = {T ∈ L (D) : D ⊆ D (T�) , T� (D) ⊆ D}
of unbounded operators with the involution T �→ T ∗ = T�|D. A unital ∗-
subalgebra N ⊆L∗ (D) is said to be a normal algebra if the closure T of each
T ∈ N is a normal unbounded operator on H . Being a unital ∗-algebra, every
normal algebra is generated by its hermitian elements.

Proposition 5.1. A unital ∗-algebra is a normal algebra if and only if it is a
unital commutative quantum ∗-algebra on a certain quantum domain up to a unital
∗-isomorphism.

Proof. Let N be a normal algebra in L∗ (D) and let A = (Aι)ι∈I be a family
of hermitian generators of the algebra N . So, N = {p (A) : p ∈ PI}, where PI is
the ∗-algebra of all complex polynomials in I-real variables. One of the central
results of the paper [25] asserts that N can be identified with a ∗-subalgebra of the
algebra of fractions on a compact subset Ω of TI . Namely, each Aι is identified
with the fraction θι (z) = − Im (zι) / (1− Re (zι)), z ∈ Ω, ι ∈ I. Consequently,
N is identified with the set of all rational functions like p ◦ θ, where p ∈ PI ,
θ = (θι)ι∈I . In fact, N has a realization as polynomial functions p (t) over a certain

“unbounded” set S ⊆ R
I ; that is, N = PI (S) up to a unital ∗-isomorphism. Note

that, in general, S is not a locally compact space. Consider the Hilbert space
H = �2 (S) of all square summable families x = (xs)s∈S of complex numbers with
the inner product 〈x, y〉 =

∑
s∈S xsys. For each compact (in particular, finite)

subset K ⊆ S we have a closed subspace HK = {x ∈ H : xs = 0, s /∈ K} in H .
If G ⊆ K, then HG ⊆ HK . That is, we deal with an upward filtered family
E = {HK} of closed subspaces in H whose union is denoted by D. Take x ∈ H .

Then ‖x‖2 =
∑

s∈S |xs|2 = sup
{∑

s∈F |xs|2 : F ⊆ S
}
, which in turn implies that

xs = 0 for all s ∈ S except the points of a certain countable subset C ⊆ S.
Indeed, limn

∑
s∈Fn

|xs|2 = ‖x‖2 for a certain sequence {Fn} of finite subsets in

S. If t /∈ ⋃n Fn, then again limn

(
|xt|2 +

∑
s∈Fn

|xs|2
)
= ‖x‖2, which means that

|xt| = 0. Thus x =
∑

n∈N
xsnsn for a certain countable subset (sn) ⊆ S, and ‖x‖2 =∑

n |xsn |2. Put yn =
∑

k≤n xsksk ∈ D, n ∈ N. Then ‖x− yn‖2 =
∑

k>n |xsk |2 → 0
as n → ∞. It follows that D is dense in H , which means that E is a quantum
domain in H with its union space D. Moreover, the polynomial algebra PI (S)
can be embedded into the multinormed C∗-algebra C∗

E (D) by means of the unital
∗-homomorphism

PI (S)→ C∗
E (D) , p (t) �→ Tp, Tp

(
(xs)s∈S

)
= (p (s)xs)s∈S .

If x =
∑

s∈K xss ∈ HK , then Tpx =
∑

s∈K p (s)xss and

‖Tpx‖2 =
∑
s∈K

|p (s)xs|2 ≤ sup
{
|p (s)|2 : s ∈ K

}
‖x‖2 ;

that is,

‖Tp|HK‖ ≤ ‖p|K‖∞ .

Hence PI (S) is identified with a commutative unital quantum ∗-algebra in C∗
E (D).
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Now assume that V ⊆ C∗
E (D) is a unital commutative quantum ∗-algebra on a

quantum domain E = {Hα}α∈Λ with its union spaceD. Evidently, C∗
E (D) ⊆ L∗ (D).

Let us prove that V is a normal algebra in L∗ (D). Take T ∈ V . Then T ∗ ∈ V and
TT ∗ = T ∗T , for V is commutative. It follows that V consists of normal elements.
Using Proposition 3.3, we derive that the closure T of each T ∈ V is a normal
unbounded operator. Whence V is a normal algebra. �

6. The fractional matrix topology and fractional positivity

In this section we introduce the fractional matrix topology and fractional posi-
tivity in the multinormed C∗-algebra C∗

E (D) based upon Theorem 5.1.

6.1. The fractional matrix topology. Let E = {Hα : α ∈ Λ} be a domain in a
Hilbert space H with its union space D. Fix a denominator m ∈ ME , which is a
self-adjoint E-bijection from C∗

E (H). Actually, it can be assumed that m ≥ 0 (see
Remark 5.3).

Lemma 6.1. The fractional space C∗
E (H) /m is dense in C∗

E (D).
Proof. By Theorem 5.1, C∗

E (H) is a dense subspace in C∗
E (D). If S ∈ C∗

E (D), then
S = lim {Tj} for a certain net {Tj} in C∗

E (H). Thus limj ‖S|Hα − Tj |Hα‖B(Hα) = 0

for all α. Put Sj = (Tjm) /m ∈ C∗
E (H) /m. Then

lim
j
‖S|Hα − Sj |Hα‖B(Hα) = lim

j

∥∥∥S|Hα − Tj (m|Hα) (m|Hα)
−1
∥∥∥
B(Hα)

= lim
j
‖S|Hα − Tj|Hα‖B(Hα)

= 0;

that is, S = lim {Sj}. Therefore C∗
E (H) /m is dense in C∗

E (D). �

Each fractional space C∗
E (H) /m possesses another matrix norm-topology inher-

ited from C∗
E (H).

Lemma 6.2. Let b ∈ C∗
E (D). The following conditions are equivalent:

(i) b ∈ C∗
E (H) /m,

(ii) mb∗ is bounded,
(iii) bm is bounded.

Proof. The equivalence (i)⇔ (iii) is clear. However, the equivalence (i)⇔ (iii) fol-
lows from the relations (m|D)∗ (b|D)∗ ⊆ (bm|D)∗ and (b∗|D)∗ (m|D)∗ ⊆ (mb∗|D)∗
[20, 13.13.2]. �

We use the same denotation bm for the bounded extension of bm whenever
b ∈ C∗

E (H) /m. Thus bm ∈ C∗
E (H). Let us introduce the norm on the fractional

space C∗
E (H) /m by the rule

(6.1) ‖b‖m = ‖bm‖B(H) = ‖mb∗‖B(H)

which is well defined thanks to Lemma 6.2. We also introduce the seminorms

‖b‖m,α = ‖(bm) |Hα‖B(Hα) = ‖(mb∗) |Hα‖B(Hα) ,

where α ∈ Λ. The space C∗
E (H) /m equipped with the seminorms ‖·‖m,α is a

(Hausdorff) polynormed space such that ‖·‖m = sup
{
‖·‖m,α : α ∈ Λ

}
; that is,
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‖·‖m is a dominating norm. All these seminorms can be lifted to the matrices over
C∗

E (D). First, note that

Mk (C
∗
E (H) /m) ⊆Mk (C

∗
E (D)) = CEk

(Dk
)
,

where Ek =
{
Hk

α : α ∈ Λ
}

is a domain in Hk with its union space Dk. If e =

m · 1Hk ∈ C∗
Ek

(
Hk
)
, then e ∈ MEk ; that is, e is a denominator in C∗

Ek

(
Hk
)
.

Moreover,

(6.2) Mk (C
∗
E (H) /m) = C∗

Ek

(
Hk
)
/ (m · 1Hk) .

Indeed,

[Tij/m] =
[
Tij (m|D)−1

]
= [Tij ]

⎡
⎢⎣

(m|D)−1
0

. . .

0 (m|D)−1

⎤
⎥⎦

= [Tij ]
(
(m · 1Hk) |Dk

)−1

= [Tij ] / (m · 1Hk)

for all [Tij ] ∈ Mk (C
∗
E (H) /m). In particular, Mk (JM/m) = Mk (JM ) / (m · 1Hk)

for a C∗-subalgebra JM ⊆ C∗
E (H) related to a unital subset M ⊆ME . Moreover,

Mk (JM/M) =
∑
m∈M

Mk (JM/m) =
∑

e∈Mk

Mk (JM ) /e ⊆Mk (C
∗
E (D))

and

Mk (C
∗
E (D)) = CEk

(Dk
)
=

∑
e∈CEk (Dk)h

C∗
Ek

(
Hk
)
/e =

∑
e∈MEk

C∗
Ek

(
Hk
)
/e,

due to Theorem 5.1, where Mk = {m · 1Hk : m ∈M}. If b ∈ Mk (C
∗
E (H) /m), then

we put

‖b‖(k)m,α =
∥∥(b (m · 1Hk)) |Hk

α

∥∥
B(Hk

α)
=
∥∥((m · 1Hk) b∗) |Hk

α

∥∥
B(Hk

α)
,

which is well defined thanks to (6.2) and Lemma 6.2. Obviously, ‖·‖(1)m,α = ‖·‖m,α,
α ∈ Λ.

Lemma 6.3. The family qm,α =
{
‖·‖(k)m,α : k ∈ N

}
is a matrix seminorm on

C∗
E (H) /m for all α ∈ Λ. The fractional space C∗

E (H) /m equipped with the ma-
trix seminorms {qm,α : α ∈ Λ} turns out to be a quantum space. Moreover, qm =
sup {qm,α : α ∈ Λ} is a matrix norm on C∗

E (H) /m.

Proof. Let us verify that qm,α possesses the properties stated in the axioms M1
and M2 (see Section 2). Take b ∈ Mk (C

∗
E (H) /m), c ∈ Ms (C

∗
E (H) /m), λ ∈ Ms,k

and μ ∈ Mk,s. Using (6.2), infer that b = T/ (m · 1Hk) and c = S/ (m · 1Hs) for
some T ∈ C∗

Ek

(
Hk
)
and S ∈ C∗

Es (Hs). Then

‖b⊕ c‖(k+s)
m,α = ‖(T ⊕ S) / (m · 1Hk+s)‖(k+s)

m,α =
∥∥(T ⊕ S) |Hk+s

α

∥∥
B(Hk+s

α )

=
∥∥(T |Hk

α

)⊕ (S|Hs
α)
∥∥
B(Hk+s

α ) = max
{∥∥T |Hk

α

∥∥
B(Hk

α)
, ‖S|Hs

α‖B(Hs
α)

}

= max
{
‖b‖(k)m,α , ‖c‖(s)m,α

}
,
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so we have M1. Further,

‖λbμ‖(s)m,α = ‖(λTμ) / (m · 1Hs)‖(s)m,α = ‖(λTμ) |Hs
α‖B(Hs

α) =
∥∥λ (T |Hk

α

)
μ
∥∥
B(Hs

α)

≤ ‖λ‖∥∥T |Hk
α

∥∥
B(Hk

α)
‖μ‖ = ‖λ‖ ‖b‖(k)m,α ‖μ‖ ;

that is, M2 is satisfied. Consequently, each qm,α is a matrix seminorm. Thus
C∗

E (H) /m is a quantum space equipped with the matrix seminorms {qm,α : α ∈ Λ}.
Finally, put qm =

{
‖·‖(k)m : k ∈ N

}
, where ‖b‖(k)m = ‖b (m · 1Hk)‖B(Hk), b ∈

Mk (C
∗
E (H) /m). On the same grounds qm is a matrix norm. Moreover, qm =

sup {qm,α : α ∈ Λ}. �

Thus qm is a dominating matrix norm of the quantum space C∗
E (H) /m. We

say that C∗
E (H) /m, equipped with the matrix norm qm, is a dominating normed

quantum space.

Lemma 6.4. The dominating normed quantum space C∗
E (H) /m is complete, and

the linear mapping

θm : C∗
E (H)→ C∗

E (H) /m, θm (T ) = T/m,

is an isometrical matrix isomorphism of the relevant quantum spaces with respect
to their fixed families of matrix seminorms. It also implements a matrix isometry
of the C∗-algebra C∗

E (H) onto the dominating normed quantum space C∗
E (H) /m.

Proof. If {bn} is a Cauchy sequence in C∗
E (H) /m, then limn bnm = T in B (H) for

some T ∈ B (H). Put b = T/m ∈ C∗
E (H) /m. Then

‖b− bn‖m=‖(b− bn)m‖B(H)=‖bm− bnm‖B(H)=‖T − bnm‖B(H) → 0, n→∞;

that is, limn bn = b in C∗
E (H) /m. Thus C∗

E (H) /m is a Banach space.
The linear mapping C∗

E (H) → C∗
E (H) /m, T �→ T/m, is an isomorphism,

for if T/m = 0, then T (m|D)−1
= 0 or T |D =0, which in turn implies that

T = 0. Fix α ∈ Λ and take T = [Tij ] ∈ Mk (C
∗
E (H)) = C∗

Ek

(
Hk
)
. Then

θ
(k)
m (T ) = [θm (Tij)] = [Tij/m] = T/ (m · 1Hk) by virtue of (6.2). Furthermore,

q
(k)
m,α

(
θ
(k)
m (T )

)
=
∥∥T |Hk

α

∥∥
B(Hk

α)
= ‖T ‖(k)α . Thus θm is a matrix isometry with

respect to the indicated families of matrix seminorms.

Finally,
∥∥∥θ(k)m (T )

∥∥∥(k)
m

= supα

{
q
(k)
m,α

(
θ
(k)
m (T )

)}
= supα

{
‖T ‖(k)α

}
= ‖T ‖B(Hk)

for all T ∈ C∗
Ek

(
Hk
)
; that is, θm : C∗

E (H) → C∗
E (H) /m, T �→ T/m, is a matrix

isometry of the dominating normed quantum spaces. �

If n � m for some n, m ∈ME , then n−1m is bounded and

(n · 1Hk)
−1 (m · 1Hk) =

(
n−1 · 1Hk

)
(m · 1Hk) = n−1m · 1Hk .

Therefore n−1m · 1Hk is bounded too. Hence (n · 1Hk) � (m · 1Hk). Using (6.2)
and Lemma 5.2, infer that C∗

Ek

(
Hk
)
/ (n · 1Hk) ⊆ C∗

Ek

(
Hk
)
/ (m · 1Hk).

Lemma 6.5. The inclusion C∗
E (H) /n ⊆ C∗

E (H) /m is a matrix continuous map-
ping of the relevant quantum spaces. It is also a matrix bounded embedding between
the relevant dominating normed quantum spaces.
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Proof. Take b = T/ (n · 1Hk). Then n−1m is bounded and

b =
(
T
(
n−1m · 1Hk

))
/ (m · 1Hk) ∈ C∗

Ek

(
Hk
)
/ (m · 1Hk) .

Moreover,

‖b‖(k)m,α =
∥∥(T (n−1m · 1Hk

)) |Hk
α

∥∥
B(Hk

α)
=
∥∥(T |Hk

α

) ((
n−1m · 1Hk

) |Hk
α

)∥∥
B(Hk

α)

≤ ∥∥T |Hk
α

∥∥
B(Hα)

∥∥((n−1m
) |Hα · 1Hk

α

)∥∥
B(Hk

α)

= ‖b‖(k)n,α

∥∥(n−1m
) |Hα

∥∥
B(Hα)

.

Thus ‖·‖(k)m,α ≤
∥∥(n−1m

) |Hα

∥∥
B(Hα)

‖·‖(k)n,α, which in turn implies that (see Lemma

6.3)

qm,α ≤
∥∥(n−1m

) |Hα

∥∥
B(Hα)

qn,α.

In particular, qm ≤
∥∥n−1m

∥∥
B(H)

qn. �

Now let M ⊆ME be a unital subset of denominators and consider the fractional
space C∗

E (H) /M =
∑

m∈M C∗
E (H) /m in C∗

E (D) of all rational functions whose
denominators belong to M . Being an algebraic sum of the dominating normed
quantum spaces, C∗

E (H) /M can be equipped with the inductive matrix (or local
operator) topology [13, Section 8] such that all inclusions C∗

E (H) /m→ C∗
E (H) /M ,

m ∈ M , are matrix continuous. We say that this is a fractional matrix topology
on C∗

E (H) /M . Thus a linear mapping ϕ : C∗
E (H) /M → X into a quantum space

X is matrix continuous if and only if so are all restrictions ϕm : C∗
E (H) /m → X ,

ϕm (b) = ϕ (b), m ∈M . If n � m for some n,m ∈M , then C∗
E (H) /n ⊆ C∗

E (H) /m
by virtue of Lemma 5.2, and ϕn = ϕm|C∗

E (H) /n. Since the embedding C∗
E (H) /n ⊆

C∗
E (H) /m is a matrix bounded mapping between the dominating normed quantum

spaces (Lemma 6.5), it follows that ϕn is matrix continuous whenever ϕm is as well.
In particular, the fractional matrix topologies on C∗

E (H) /M and C∗
E (H) /M0 are

the same for each cofinal subsetM0 ⊆M . Furthermore, each fractional space FM =∑
m∈M Fm (see Definition 5.2) being an inductive limit of the normed quantum

spaces possesses the fractional matrix topology. Consequently, a quantum ∗-algebra
can be equipped with a fractional matrix topology thanks to Corollary 5.1. Finally,
a linear functional ϕ : FM → C is said to be fractionally α-continuous if each
restriction mapping ϕm : Fm → C is fractionally α-bounded; that is, |ϕm (b)| ≤
Cm,α ‖b‖(1)m,α for all b ∈ Fm. Its matrix version will be considered later in Subsection
7.2.

For the detailed description of the fractional topology in the “functionally” com-
mutative case we refer the reader to [24].

6.2. The fractional positivity. LetM ⊆ME be a unital subset of denominators.
We introduce a positive cone in a fractional space. To have a more general scope of
applications, everywhere below we fix a unital C∗-subalgebra JM ⊆ C∗

E (H) related
to M (that is, it contains all n−1m, n � m, n,m ∈M) and consider the fractional
space JM/M instead of C∗

E (H) /M .
Let FM =

∑
m∈M Fm be a fractional subspace in JM/M (see Definition 5.2).

Fix an index α ∈ Λ and m ∈M . Let us introduce the cone

(Fm)
+
M,α =

⎧⎨
⎩b ∈ Fm : b =

∑
n∈M,n�m

bn, bn ∈ Fn, bnn ≥α 0

⎫⎬
⎭
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in the subspace Fm. Thus each b ∈ (Fm)
+
M,α can be written as a finite sum

b =
∑k

i=1 Ti/ni =
(∑k

i=1 Tin
−1
i m

)
/m of some α-positive Ti ∈ JM such that

Ti/ni ∈ Fni , ni ∈M , ni � m, 1 ≤ i ≤ k. Note that
∑k

i=1 Tin
−1
i m ∈ JM . We write

b ≥α 0 in Fm whenever b ∈ (Fm)+M,α. In particular, T/m ≥α 0 in Fm whenever

T ≥α 0 in JM and T/m ∈ Fm. Evidently, (Fm)
+
M,α is a cone in Fm. In particular,

so is (JM/m)
+
M,α in JM/m. We declare an element b ∈ FM to be M -fractionally

α-positive if b is a finite sum
∑

m bm of some bm ∈ (Fm)
+
M,α. Put

(FM )
+
α =

∑
m∈M

(Fm)
+
M,α ,

which is a cone in FM of all M -fractionally α-positive elements.
Replacing the local positivity in JM by the global one, we obtain the cone

(FM )+ =
∑
m∈M

(Fm)+M

of all M -fractionally positive elements. In the general case, the cones (FM )+α and

(FM0)
+
α are different for a cofinal subset M0 ⊆M , although FM = FM0 .

Lemma 6.6. If n � m for some n,m ∈ M , then (Fn)
+
M,α ⊆ (Fm)+M,α. In

particular, (FM )
+
α =

∑
m∈M0

(Fm)
+
M,α, where M0 ⊆ M is a cofinal subset, and

(FM )
+
α = (Fm)

+
M,α whenever m is the greatest element of M with respect to the

pre-order �. Finally, if N ⊆M , then (JM/N)
+
α ⊆ (JM/M)

+
α .

Proof. According to Definition 5.2, Fn ⊆ Fm (see also Lemma 5.2) whenever n �
m. Take b ∈ (Fn)

+
M,α. Then b =

∑k
i=1 bi with bini ≥α 0, ni ∈ M , ni � n,

1 ≤ i ≤ k. With n � m in mind, infer that ni � m for all i (we deal with the

transitive relation �). By its very definition, b =
∑k

i=1 bi ∈ (Fm)
+
M,α.

Now let M0 ⊆ M be a cofinal subset. For each n ∈ M there corresponds an
m ∈ M0 such that n � m. As we have just proved (Fn)

+
M,α ⊆ (Fm)+M,α, whence

(FM )
+
α =

∑
m∈M0

(Fm)
+
M,α.

If M has the greatest element m, then FM = Fm. Moreover, (Fn)
+
M,α ⊆

(Fm)
+
M,α for all n ∈M . Consequently, (FM )

+
α = (Fm)

+
M,α.

To prove the inclusion (JM/N)+α ⊆(JM/M)+α , one suffices to note that (JM/n)
+
N,α

⊆ (JM/n)
+
M,α. Indeed, if b ∈ (JM/n)

+
N,α, then b =

∑k
i=1 bi with bini ≥α 0, ni ∈ N ,

ni � n, 1 ≤ i ≤ k. Since N ⊆M , it follows that b ∈ (JM/n)
+
M,α. �

Remark 6.1. One should make distinct the cones (JM/m)+M,α and (JM/m)+α . Note
that

(JM/m)+α = {T/m : T ≥α 0} ⊆ (JM/m)+M,α .

Similar cones exist over all matrix spaces too. Namely, fix k ∈ N. Taking into
account (6.2), infer that

Mk (C
∗
E (H) /M) = C∗

Ek

(
Hk
)
/Mk =

∑
m∈M

C∗
Ek

(
Hk
)
/ (m · 1Hk) .
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Therefore we have a cone

(Mk (C
∗
E (H) /M))

+
α =

∑
m∈M

(
C∗

Ek

(
Hk
)
/ (m · 1Hk)

)+
Mk,α

of Mk-fractionally α-positive elements in Mk (C
∗
E (H) /M). By analogy,

(Mk (FM ))+α =
∑
m∈M

(Mk (Fm))+Mk,α

is a cone of Mk-fractionally α-positive elements in Mk (FM ) for a fractional space

FM in JM/M . Note that (Mk (Fm))+Mk,α cannot be thought of as Mk

(
(Fm)+Mk,α

)
.

6.3. The M-fractionally α-positive functionals. We say that a linear func-
tional ϕ : FM → C is M -fractionally α-positive if it is locally positive with respect
to the cone (FM )

+
α (that is, ϕ (b) ≥ 0 whenever b ≥α 0 in FM ) and ϕ is α-

compatible (that is, ϕ (b) = 0 whenever b =α 0). In a similar manner it is defined
as M -fractionally positive functionals. Note that ϕ : FM → C is M -fractionally
α-positive iff each restriction ϕm : Fm → C is locally positive with respect to the
cone (Fm)

+
M,α, m ∈ M . If Fn ⊆ Fm for some n, m ∈ M , then ϕn = ϕm|Fn, and

(Fn)
+
M,α ⊆ (Fm)

+
M,α thanks to Lemma 6.6. Whence ϕm|Fn is positive; that is, M -

fractionally α-positive functionals are well defined. If M0 ⊆ M is a cofinal subset,
then ϕ : FM → C is M0-fractionally α-positive if it is locally positive with respect
to the cone (FM0)

+
α . Thus ϕ is M0-fractionally α-positive iff each ϕm : Fm → C is

positive with respect to the cone (Fm)
+
M0,α

, m ∈M0. Since (Fm)
+
M0,α

⊆ (Fm)
+
M,α,

m ∈ M0, it follows that each M -fractionally α-positive functional is automatically
an M0-fractionally α-positive one (see also Lemma 6.6).

Proposition 6.1. Let M0 ⊆M be a cofinal subset. A functional ϕ : JM/M → C is
M0-fractionally α-positive if and only if the mapping ϕ is fractionally α-continuous
and

ϕ (1H/m) = sup {|ϕ (T/m)| : T ∈ JM , ‖T ‖α ≤ 1}
for all m ∈M0.

Proof. Put φm : JM → C, φm (T ) = ϕm (T/m), which is a linear functional for
each m ∈ M0. Note that φm = ϕmθm, where θm : JM → JM/m is the isometry
considered in Lemma 6.4. Note that ϕ : JM/M → C is fractionally α-continuous
iff all ϕm, m ∈M0, are fractionally α-bounded (see Lemma 6.5).

Assume that ϕ is fractionally α-continuous and

ϕ (1H/m) = sup {|ϕ (T/m)| : ‖T |Hα‖ ≤ 1}
for all m ∈M0. Then for each m ∈M0 there corresponds a positive real Cm,α such

that |ϕm (b)| ≤ Cm,α ‖b‖(1)m,α, b ∈ JM/m. It follows that |φm (T )| = |ϕmθm (T )| ≤
Cm,α ‖θm (T )‖(1)m,α = Cm,α ‖T ‖α for all T ∈ JM , where ‖T ‖α = ‖T |Hα‖. Thus all
φm, m ∈M0, are α-bounded functionals. Moreover,

φm (1H) = ϕm (1H/m) = sup {|ϕ (T/m)| : T ∈ JM , ‖T ‖α ≤ 1}
= sup {|φm (T )| : T ∈ JM , ‖T ‖α ≤ 1}
= ‖φm‖α ;

that is, |φm (T )| ≤ φm (1H) ‖T ‖α for all T ∈ JM . Thus φm = φ′mπα for a certain
bounded functional φ′m : Jα → C, where πα : C∗

E (H) → Bα is the canonical
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projection (see Subsection 5.1), and Jα = πα (JM ). Furthermore, φ′m (1Hα) =
φm (1H) = ‖φm‖α = ‖φ′m‖. Jα being a C∗-algebra, we conclude that φ′m ≥ 0 (see
[10, 1.7.5]), or φm ≥α 0 for all m ∈ M0. Let us prove that ϕ is locally positive

with respect to the cone (JM/M0)
+
α . Take b ∈ (JM/m)

+
M0,α

, m ∈ M0. Then

b =
∑k

i=1 Ti/ni, where Ti ≥α 0 and ni ∈M0, ni � m, for all i. Therefore

ϕm (b) =

k∑
i=1

ϕm (Ti/ni) =

k∑
i=1

ϕni (Ti/ni) =

k∑
i=1

φni (Ti) ≥ 0;

that is, ϕm is M0-fractionally α-positive.
Conversely, if ϕ is M0-fractionally α-positive, then ϕm is locally positive with

respect to the cone (JM/m)
+
M0,α

, m ∈ M0. In particular, if T ≥α 0 in JM , then

T/m ∈ (JM/m)+M0,α
and ϕm (T/m) ≥ 0; that is, φm ≥α 0. Thus all φm are

α-bounded and ‖φm‖α = φm (1H) (see [10, 1.7.3]). Hence ϕm is fractionally α-
bounded and ϕ (1H/m) = sup {|ϕ (T/m)| : ‖T ‖α ≤ 1} for all m ∈M0. �

7. The inner product mapping

In this section we introduce inner product mappings on a fractional space and
investigate their properties.

Let Δ be a pre-Hilbert space with its inner product (x, y) �→ 〈x, y〉, x, y ∈ Δ,
and let SF (Δ) be a space of all sesquilinear forms on Δ. Consider a unital subset
M ⊆ME of denominators in C∗

E (H) and fix a C∗-subalgebra JM ⊆ C∗
E (H) related

to M .

Definition 7.1. Let FM ⊆ JM/M be a fractional subspace. A linear mapping
ϕ : FM → SF (Δ) is said to be an inner product mapping if it is unital and
ϕ (1H/m) (x, x) > 0, x ∈ Δ\ {0}, for all m from a certain unital cofinal subset
M0 ⊆M of positive denominators.

Thus ϕ (1H/1H) (x, y) = 〈x, y〉 for all x, y ∈ Δ. Note again that 1H/1H =
m/m = 1D ∈ FM for all m. Further, ϕ (1H/m) is an inner product on Δ. Thereby
Δ is a pre-Hilbert space whose completion is denoted by Δm for each m ∈M0. In

particular, we have the norms ‖x‖m = (ϕ (1H/m) (x, x))1/2, m ∈M0, on Δ. If Δ =
C, then we deal with a unital linear functional ϕ : FM → C such that ϕ (1H/m) > 0
for all m ∈M0. Note also that each inner-product mapping automatically involves
a unital cofinal subset M0 ⊆ M of positive denominators. Everywhere below we
shall fix this cofinal subset associated by an inner-product mapping.

7.1. The quantum space SFM0 (Δ). Let FM ⊆ JM/M be a fractional subspace
and let ϕ : FM → SF (Δ) be an inner product mapping. Let us introduce a
subspace

SFm (Δ) = {θ ∈ SF (Δ) : ‖θ‖m <∞} ,
where ‖θ‖m = sup {|θ (x, y)| : ‖x‖m ≤ 1, ‖y‖m ≤ 1}, m ∈M0. We also set

SFM0 (Δ) =
∑

m∈M0

SFm (Δ) .

Evidently, each ‖·‖m is a gauge on SF (Δ). Therefore (SFm (Δ) , ‖·‖m) is a normed
space. Actually, the norm ‖·‖m determines a normed quantum space structure on
SFm (Δ). In particular, SFM0 (Δ) turns out to be a quantum space equipped with
the inductive matrix topology. Let us present some details.
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Fix k ∈ N. The k-th Hilbert space power of Δm is denoted by Δk
m. The relevant

inner product in Δk
m is 〈x, y〉(k)m =

∑k
i=1 〈xi, yi〉m, where x = [xi], y = [yi] ∈ Δk

m.

Obviously, Δk
m is just the Hilbert space completion of the inner product space(

Δk, 〈·, ·〉(k)m

)
. Each matrix θ = [θij ] ∈ Mk (SF (Δ)) determines a sesquilinear form

on Δk by the rule θ (x, y) =
∑k

i,j=1 θij (xj , yi), where x = [xi], y = [yi] ∈ Δk. This
correspondence determines the inclusion

(7.1) Mk (SF (Δ)) ⊆ SF (Δk
)

up to the indicated identification.

Lemma 7.1. If ϕ : FM → SF (Δ) is an inner product mapping, then so are all
canonical extensions ϕ(k) : Mk (FM ) → SF

(
Δk
)
. Moreover, Mk (SFM0 (Δ)) ⊆

SFMk
0

(
Δk
)
, k ∈ N.

Proof. Fix k ∈ N. Undoubtedly, ϕ(k) is unital. Note thatMk (FM ) ⊆Mk (JM ) /Mk

is a fractional space with the set of denominators Mk = {m · 1Hk : m ∈M},
and Mk

0 is its cofinal subset (see (6.2)). Moreover, ϕ(k) (1Hk/ (m · 1Hk)) (x, x) =∑k
i=1 ϕ (1H/m) (xi, xi) > 0 whenever x ∈ Δk\ {0} and m ∈M0. By Definition 7.1,

ϕ(k) is an inner product mapping.
Now take θ = [θij ] ∈Mk (SFm (Δ)), m ∈M0. Then

‖θ‖m·1
Hk

= sup
{
|θ (x, y)| : ‖x‖(k)m ≤ 1, ‖y‖(k)m ≤ 1

}

≤ sup

⎧⎨
⎩

k∑
i,j=1

|θij (xj , yi)| :
k∑

i=1

‖xi‖2m ≤ 1,

k∑
i=1

‖yi‖2m ≤ 1

⎫⎬
⎭

≤ k2 max
{‖θij‖m : 1 ≤ i, j ≤ k} <∞.

Whence ‖θ‖m·1
Hk

<∞. So, Mk (SFm (Δ)) ⊆ SFm·1
Hk

(
Δk
)
. In particular,

Mk (SFM0 (Δ)) =
∑

m∈M0

Mk (SFm (Δ)) ⊆
∑

m∈M0

SFm·1
Hk

(
Δk
)
= SFMk

0

(
Δk
)
;

that is, Mk (SFM0 (Δ)) ⊆ SFMk
0

(
Δk
)
. �

Taking into account Lemma 7.1, we put

‖θ‖(k)m = ‖θ‖m·1
Hk

for θ ∈ Mk (SFm (Δ)) , m ∈M0.

Thus for each m ∈ M0 we have a family sm =
{
‖·‖(k)m : k ∈ N

}
of norms over all

matrices over the space SFm (Δ).

Lemma 7.2. The family sm is a matrix norm on SFm (Δ) for each m ∈ M0.
In particular, SFM0 (Δ), being an inductive limit of the normed quantum spaces
(SFm (Δ) , sm), m ∈M0, is a quantum space (or local operator space).

Proof. Let us verify the axioms M1 and M2. Take θ ∈ Mk (SFm (Δ)) and ζ ∈
Mt (SFm (Δ)). Then θ ⊕ ζ ∈ SF (Δk+t

)
(see (7.1)), and for all x = [xi], y = [yi] ∈

Δk+t we have

|(θ ⊕ ζ) (x, y)|=
∣∣∣∣∣∣

k∑
i,j=1

θij(xj , yi) +

k+t∑
i,j=k+1

ζi−k,j−k (xj , yi)

∣∣∣∣∣∣≤ |θ (x
′, y′)|+|ζ (x′′, y′′)| ,
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where x′ = εk (x), y
′ = εk (y) ∈ Δk and x′′ = εt (x), y′ = εt (y) ∈ Δt, εk : Δk+t →

Δk (respectively, εt : Δk+t → Δt) is the canonical projection onto the first k
(respectively, last t) coordinates. Note that(

‖x‖(k+t)
m

)2
=
(
‖x′‖(k)m

)2
+
(
‖x′′‖(t)m

)2

and (
‖y‖(k+t)

m

)2
=
(
‖y′‖(k)m

)2
+
(
‖y′′‖(t)m

)2
.

It follows that

‖θ ⊕ ζ‖(k+t)
m = sup

{
|(θ ⊕ ζ) (x, y)| : ‖x‖(k+t)

m , ‖y‖(k+t)
m ≤ 1

}

≤ sup {|θ (x′, y′)|+ |ζ (x′′, y′′)|}
≤ sup

{
‖θ‖(k)m ‖x′‖(k)m ‖y′‖(k)m + ‖ζ‖(t)m ‖x′′‖(t)m ‖y′′‖(t)m

}

≤ sup
{
max

{
‖θ‖(k)m , ‖ζ‖(t)m

}
‖x‖(k+t)

m ‖y‖(k+t)
m

}

≤ max
{
‖θ‖(k)m , ‖ζ‖(t)m

}
.

Thus ‖θ ⊕ ζ‖(k+t)
m ≤ max

{
‖θ‖(k)m , ‖ζ‖(t)m

}
. Further, take θ ∈ Mk (SFm (Δ)), λ ∈

Mt,k, μ ∈ Mk,t. Then

|λθμ (x, y)| =
∣∣∣∣∣∣
∑
i,j

∑
p,q

λipθpqμqj (xj , yi)

∣∣∣∣∣∣

=

∣∣∣∣∣∣
∑
p,q

θpq

⎛
⎝∑

j

μqjxj ,
∑
i

λipyi

⎞
⎠
∣∣∣∣∣∣ = |θ (μx, λ

∗y)|

and ‖μx‖(k)m = ‖(μ⊗ 1)x‖(k)m ≤ ‖μ‖ ‖x‖(t)m , ‖λ∗y‖(k)m ≤ ‖λ‖ ‖y‖(t)m . It follows that

‖λθμ‖(t)m = sup
{
|θ (μx, λ∗y)| : ‖x‖(t)m , ‖y‖(t)m ≤ 1

}
≤ ‖λ‖ ‖θ‖(k)m ‖μ‖ .

Thus sm is a matrix norm on SFm (Δ) (see [12, 2.3.6]). The rest is clear. �

7.2. The matrix α-contractive and (m-fractionally) matrix α-positive
mappings. Let ϕ : FM → SF (Δ) be an inner-product mapping, so we have
the quantum space SFM0 (Δ) associated by a cofinal subset M0 ⊆ M (see Defini-
tion 7.1), and let ϕm be its restriction to the subspace Fm. Fix α ∈ Λ and let (see
Lemma 6.3) ∥∥∥ϕ(k)

m

∥∥∥(k)
m,α

= sup

{∥∥∥ϕ(k)
m (b)

∥∥∥(k)
m

: ‖b‖(k)m,α ≤ 1

}
.

We also set

‖ϕm‖cbm,α = sup

{∥∥∥ϕ(k)
m

∥∥∥(k)
m,α

: k ∈ N

}
.

Note that

‖ϕm‖cbm,α = sup
{
sm

(
ϕ(∞)
m (v)

)
: qm,α (v) ≤ 1, v ∈ M (Fm)

}

(see Lemmas 7.2 and 6.3). We say that ϕ is matrix α-contractive if ‖ϕm‖cbm,α ≤ 1

for all m ∈ M0. In particular, ϕ (Fm) ⊆ SFm (Δ) for all m ∈ M0, and thereupon
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ϕ (FM ) ⊆ SFM0 (Δ). Replacing the matrix seminorm qm,α =
{
‖·‖(k)m,α : k ∈ N

}
on

C∗
E (H) /m (see Lemma 6.3) by the dominating matrix norm qm =

{
‖·‖(k)m : k ∈ N

}
,

we introduce a matrix contractive mapping ϕ : FM → SF (Δ) with

‖ϕm‖cbm = sup

{∥∥∥ϕ(k)
m

∥∥∥(k)
m

: k ∈ N

}

= sup
{
sm

(
ϕ(∞)
m (v)

)
: qm (v) ≤ 1, v ∈ M (Fm)

}
≤ 1

for all m ∈ M0, where
∥∥∥ϕ(k)

m

∥∥∥(k)
m

= sup

{∥∥∥ϕ(k)
m (b)

∥∥∥(k)
m

: ‖b‖(k)m ≤ 1

}
. Thus ϕ is a

matrix α-contraction if for all m ∈M0, k ∈ N, x1, . . . , xk, y1, . . . , yk ∈ Δ with

k∑
i=1

ϕ (1H/m) (xi, xi) ≤ 1,

k∑
i=1

ϕ (1H/m) (yi, yi) ≤ 1,

and for all b = [bij ] ∈Mk (Fm) with
∥∥[bijm] |Hk

α

∥∥
B(Hk

α)
≤ 1, we have

∣∣∣∣∣∣
k∑

i,j=1

ϕ (bij) (xj , yi)

∣∣∣∣∣∣ ≤ 1.

A matrix θ ∈ Mk (SFM0 (Δ)) is said to be positive if θ is positive, being an
element of SFMk

0

(
Δk
)
(see Lemma 7.1). That is,

θ (x, x) ≥ 0, x ∈ Δk.

We say that ϕ is matrix α-positive if each ϕ(k) is locally positive (see [9]) with re-

spect to the cone Mk (FM0)
+
α . Hence each ϕ

(k) is Mk
0 -fractionally α-positive, in the

sense that ϕ
(k)
m is α-compatible (ϕ

(k)
m (b) = 0 whenever b =α 0) and ϕ

(k)
m (b) (x, x) ≥

0, x ∈ Δk, whenever b ∈ (Mk (Fm))
+
Mk

0 ,α, m ∈M0. If Δ = C, then we have a matrix

α-positive functional ϕ : FM → C whose canonical extensions ϕ(k) : Mk (FM ) →
Mk are Mk

0 -fractionally α-positive, respectively.
The following assertion is a simple corollary of Proposition 6.1. To compare with

the commutative case we refer the reader to [25].

Corollary 7.1. Let ϕ : JM/M → SF (Δ) be an inner-product mapping. The
mapping ϕ is M0-fractionally α-positive iff

ϕ (1H/m) (x, x) = sup {|ϕ (T/m) (x, x)| : T ∈ JM , ‖T ‖α ≤ 1}
for all m ∈M0, x ∈ Δ.

Proof. Fix x ∈ Δ. The mapping ψx : JM/M → C, ψx (b) = ϕ (b) (x, x), is a
linear functional. By its very definition, ϕ is M0-fractionally α-positive iff all ψx

are M0-fractionally α-positive functionals (see Subsection 6.3). By Proposition
6.1, the functional ψx is M0-fractionally α-positive if and only if ψx (1H/m) =
sup {|ψx (T/m)| : T ∈ JM , ‖T ‖α ≤ 1}. That is,

ϕ (1H/m) (x, x) = ψx (1H/m) = sup {|ϕ (T/m) (x, x)| : T ∈ JM , ‖T ‖α ≤ 1}
for all m ∈M0. �
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Finally, we say that a linear mapping Ψ : JM → B (K) is m-fractionally α-
positive if we have Ψ

(
T
(
n−1m

)) ≥ 0 in B (K) for all T ≥α 0 in JM , and n ∈ M0

with n � m. By analogy, Ψ is said to be m-fractionally matrix α-positive if each
Ψ(k) : Mk (JM )→ B (Kk

)
is (m · 1Hk)-fractionally α-positive. That is,

Ψ(k)
(
T
(
n−1m · 1Hk

)) ≥ 0

in B (Δk
m

)
whenever T ∈ Mk (JM ), T ≥α 0, and n ∈M0, n � m.

7.3. The quantum Δ-measures. Now let us introduce the quantum Δ-measures
on the C∗-algebra JM related to a unital subset of denominators M in C∗

E (H),
where Δ is an inner product space. For a linear mapping μ : JM/M → SF (Δ) and
x, y ∈ Δ, we use the notation μx,y to indicate the linear functional μx,y : JM/M →
C, μx,y (b) = μ (b) (x, y). We also write μx instead of μx,x. The polarization formula
implies that

(7.2) 4μx,y = μx+y − μx−y + iμx+iy − iμx−iy

for all x, y ∈ Δ.

Definition 7.2. We define a quantum Δ-measure on JM with support in Hα if we
have a unital linear mapping μ : JM/M → SF (Δ) such that the mapping

μ[k]
x : Mk (JM/M) −→Mk2 , μ[k]

x (b) =

⎡
⎢⎢⎣
μ
(k)
x1,x1 (b) · · · μ

(k)
xk,x1 (b)

...
...

μ
(k)
x1,xk (b) · · · μ

(k)
xk,xk (b)

⎤
⎥⎥⎦

isMk
0 -fractionally α-positive for each x = [xi] ∈ Δk, k ∈ N, and for a certain unital

cofinal subset M0 ⊆M of positive denominators.

By analogy, replacing the local α-positivity by the “global” one, it is defined as
in Definition 7.2 as the quantum Δ-measure on JM (with support in D).
Lemma 7.3. If μ is a quantum Δ-measure on JM with support in Hα, then each
functional μx : JM/M → C is matrix α-positive.

Proof. Indeed, by Definition 7.2, μ
[1]
x : JM/M → C is M0-fractionally α-positive

for each x ∈ Δ. But μ
[1]
x (b) = μ

(1)
x,x (b) = μx (b) for all b ∈ JM/M ; that is, μx is

M0-fractionally α-positive for all x ∈ Δ. Moreover, if y = [x, 0, . . . , 0] ∈ Δk and

b = [bij ] ∈
(
Mk (JM ) /Mk

0

)+
α
, then

μ[k]
y (b) =

⎡
⎢⎣
μ
(k)
x (b) · · · 0

...
. . .

...
0 · · · 0

⎤
⎥⎦ ≥ 0,

thanks to Definition 7.2. Whence μ
(k)
x (b) ≥ 0. Thus μ

(k)
x : Mk (JM ) /Mk → Mk is

Mk
0 -fractionally α-positive, which means that μx : JM/M → C is matrix α-positive

(see Subsection 7.2). �

Lemma 7.4. If μ is a quantum Δ-measure on JM with support in Hα, then the
relevant linear mapping μ : JM/M → SF (Δ) is an inner product mapping.
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Proof. By Definition 7.2, μ involves a unital cofinal subset M0 ⊆ M . Take m ∈
M0. Since m ≥ 0, it follows that ‖m|Hα‖ 1H ≥α m or 1H − ‖m‖−1

α m ≥α 0.

But 1H − ‖m‖−1
α m ∈ JM and

(
1H − ‖m‖−1

α m
)
/m ∈ (JM/m)+M0,α

. Moreover,

‖m‖−1
α m/m = ‖m‖−1

α 1H/1H = ‖m‖−1
α 1D. Fix x ∈ Δ\ {0}. Taking into account

that μx : JM/M → C is M0-fractionally α-positive (see Lemma 7.3) and 1H/m ∈
(JM/m)+M0,α

, we deduce that

μ (1H/m) (x, x) = μx (1H/m) ≥ ‖m‖−1
α μx (1D) = ‖m‖−1

α 〈x, x〉 = ‖m‖−1
α ‖x‖2 > 0.

By Definition 7.1, μ is an inner product mapping with the same cofinal subset
M0. �

Theorem 7.1. The linear mapping μ : JM/M → SF (Δ) is a quantum Δ-measure
on JM with support in Hα if and only if μ is an inner product mapping, which is
matrix α-positive. Moreover, in this case, μ (JM/m) ⊆ SFm (Δ), m ∈ M0, for a
certain cofinal subset M0 ⊆M .

Proof. Assume that μ is a quantum Δ-measure on JM with support in Hα. By
Lemma 7.4, μ : JM/M → SF (Δ) is an inner product mapping with the same

cofinal subset M0. Take b = [bij ] ∈
(
Mk (JM ) /Mk

0

)+
α
, and fix x = [xi] ∈ Δk. We

set ε1, . . . , εk for the canonical basis in C
k, and ε = [εi] is the (column) vector in

C
k2

. Then

μ(k) (b) (x, x) = [μ (bij)] (x, x) =

k∑
i,j=1

μ (bij) (xj , xi) =

k∑
i,j=1

μxj ,xi (bij)

=
∑
i,j

〈
μ(k)
xj ,xi

(b) εj, εi

〉
=
∑
i

〈∑
j

μ(k)
xj ,xi

(b) εj, εi

〉

=

〈⎡⎢⎢⎣
μ
(k)
x1,x1 (b) · · · μ

(k)
xk,x1 (b)

...
...

μ
(k)
x1,xk (b) · · · μ

(k)
xk,xk (b)

⎤
⎥⎥⎦
⎡
⎢⎣
ε1
...
εk

⎤
⎥⎦ ,
⎡
⎢⎣
ε1
...
εk

⎤
⎥⎦
〉

=
〈
μ[k]
x (b) ε, ε

〉
.

By Definition 7.2, μ
[k]
x (b) ≥ 0. Therefore

〈
μ
[k]
x (b) ε, ε

〉
≥ 0. It follows that

μ(k) (b) (x, x) ≥ 0; that is, μ(k) (b) ≥ 0. Whence μ(k) is Mk
0 -fractionally α-positive

(see Subsection 7.2). Using Corollary 7.1, infer that

sup {|μx (T/m)| : T ∈ JM , ‖T ‖α ≤ 1} = μx (1H/m) = ‖x‖2m
for all m ∈M0, x ∈ Δ. Further, taking into account (7.2) and using the Parallelo-
gram Law (see for instance [17, 6.1.8]), we obtain that

4 |μ (T/m) (x, y)| = 4 |μx,y (T/m)| ≤ ‖x+y‖2m + ‖x− y‖2m + ‖x+iy‖2m + ‖x− iy‖2m
= 2
(
‖x‖2m + ‖y‖2m

)
+ 2
(
‖x‖2m + ‖y‖2m

)
= 4
(
‖x‖2m + ‖y‖2m

)

whenever ‖T ‖α ≤ 1. It follows that ‖μ (T/m)‖m ≤ 2; that is, μ (T/m) ∈ SFm (Δ).
Thus μ (JM/m) ⊆ SFm (Δ) for all m ∈M0. In particular, μ (JM/M) ⊆ SFM0 (Δ).
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Now assume that μ is a matrix α-positive inner product mapping. Fix x = [xi] ∈
Δk and b = [bts] ∈

(
Mk (JM ) /Mk

0

)+
α
. Let us prove that μ

[k]
x (b) ≥ 0 in Mk2 (see

Definition 7.2). Take ξ = [ξi] ∈ C
k2

, where each ξi = [ξij ] ∈ C
k is the (column)

vector. Put also ξ̂ = [ξij ] ∈ Mk. Then

〈
μ[k]
x (b) ξ, ξ

〉
=

〈⎡⎢⎢⎣
μ
(k)
x1,x1 (b) · · · μ

(k)
xk,x1 (b)

...
...

μ
(k)
x1,xk (b) · · · μ

(k)
xk,xk (b)

⎤
⎥⎥⎦
⎡
⎢⎣
ξ1
...
ξk

⎤
⎥⎦ ,
⎡
⎢⎣
ξ1
...
ξk

⎤
⎥⎦
〉

=
∑
j

〈⎡⎢⎢⎣
μ
(k)
xj ,x1 (b) ξj

...

μ
(k)
xj ,xk (b) ξj

⎤
⎥⎥⎦ ,
⎡
⎢⎣
ξ1
...
ξk

⎤
⎥⎦
〉

=
∑
j,i

〈
μ(k)
xj,xi

(b) ξj , ξi

〉

=
∑
j,i

〈⎡
⎢⎣
∑

s μxj ,xi (b1s) ξjs
...∑

s μxj ,xi (bks) ξjs

⎤
⎥⎦ ,
⎡
⎢⎣
ξi1
...
ξik

⎤
⎥⎦
〉

=
∑
j,i,s,t

ξjsμxj ,xi (bts) ξit

=
∑
j,i,s,t

ξjsμ (bts) (xj , xi) ξit =
∑
s,t

μ (bts)

⎛
⎝∑

j

ξjsxj ,
∑
i

ξitxi

⎞
⎠

= μ(k) (b)
(
ξ̂x, ξ̂x

)
≥ 0,

where μ is matrix α-positive. Thus μ is a quantum Δ-measure on JM with support
in Hα. �

7.4. The quantum B (K)-valued measures. Now again let Δ be an inner prod-
uct space whose completion is K and let Ψ : JM → B (K) be a linear mapping.
The mapping Ψ can be extended up to a linear mapping μ : JM/M → SF (Δ)
by the following canonical method. A few elements x, y ∈ Δ determines the linear
functional

μx,y : JM −→ C, μx,y (T ) = 〈Ψ(T )x, y〉 .
Assume they admit linear extensions μ̃x,y : JM/M → C such that the mapping
Δ × Δ → C, (x, y) �→ μ̃x,y (b), is a sesquilinear form on Δ for each b ∈ JM/M .
Hence we have a linear mapping

μ : JM/M −→ SF (Δ) , μ (b) (x, y) = μ̃x,y (b) .

In this case, we say that μ : JM/M → SF (Δ) is a sesquilinear extension of the
linear mapping Ψ : JM → B (K).

Definition 7.3. A unital linear mapping Ψ : JM → B (K) is said to be a quantum
B (K)-valued measure on JM with support in Hα if it has a sesquilinear extension
μ : JM/M → SF (Δ) which is a quantum Δ-measure on JM with support in Hα.

Note that a quantum B (K)-valued measure Ψ : JM → B (K) is a matrix α-
positive mapping automatically. Indeed, take b ∈ Mk (JM ) such that b ≥α 0 and
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take x ∈ Δk. Then〈
Ψ(k) (b)x, x

〉
=
∑
i,j

〈Ψ(bij)xj , xi〉 =
∑
i,j

μxj ,xi (bij)

=
∑
i,j

μ̃xj,xi (bij) =
∑
i,j

μ (bij) (xj , xi)

= μ(k) (b) (x, x) ≥ 0

for b = b/1Dk ∈ (Mk (JM ) /1Dk)
+
α ⊆ (Mk (JM ) /1Dk)

+
Mk

0 ,α (see Remark 6.1).

The following assertion describes the quantum scalar measures.

Proposition 7.1. Assume that Δ = K = C and that Ψ : JM → C is a unital linear
functional. Then Ψ determines a quantum C-valued measure on JM with support

in Hα if and only if Ψ extends up to a matrix α-positive functional Ψ̃ : JM/M → C

such that Ψ̃ (1H/m) > 0 for all m ∈ M0, where M0 ⊆ M is a cofinal subset. In
particular, ∥∥∥Ψ̃m

∥∥∥cb
m,α

= Ψ̃ (1H/m) for all m ∈M0.

Proof. First, assume that Ψ determines a quantum C-measure μ : JM/M → SF (C)
on JM with support in Hα. Using Lemma 7.3 and Definition 7.3, we conclude

that each μx : JM → C, μx (T ) = |x|2 Ψ(T ), x ∈ C, has a matrix α-positive
extension μ̃x : JM/M → C. In particular, Ψ = μ1 (1 is the unit in C) extends

up to a matrix α-positive mapping μ̃1. It remains to set Ψ̃ = μ̃1. Note that

Ψ̃ (1H/m) = μ̃1 (1H/m) = μ (1H/m) > 0 for all m ∈M0.

Now assume that Ψ extends up to a matrix α-positive functional Ψ̃ : JM/M → C

such that Ψ̃ (1H/m) > 0 for all m ∈ M0. So, all extensions Ψ̃(k) : Mk (JM/M) →
Mk are Mk

0 -fractionally α-positive. Then all functionals μx,y : JM → C, μx,y (T ) =

xΨ(T ) y, x, y ∈ C, have linear extensions μ̃x,y : JM/M → C, μ̃x,y (b) = xΨ̃ (b) y.
Evidently, the mapping C×C→ C, (x, y) �→ μ̃x,y (b) is a sesquilinear form for each
b ∈ JM/M , and we have a well defined linear mapping

μ : JM/M −→ SF (C) , μ (b) (x, y) = μ̃x,y (b) .

Note that μ (1H/m) (x, x) = μ̃x (1H/m) = |x|2 Ψ̃ (1H/m) > 0 if x ∈ C\ {0}. It
remains to prove that μ is a quantum Δ-measure with support in Hα; that is,

μ
[k]
x (b) ≥ 0 (see Definition 7.2) whenever x = [xi] ∈ C

k and b ∈ (Mk (JM ) /Mk
0

)+
α
.

Note that μ̃
(k)
x,y (b) = xΨ̃(k) (b) y for all x, y ∈ C. It follows that

μ[k]
x (b) =

⎡
⎢⎣
x1Ψ̃

(k) (b)x1 · · · xkΨ̃
(k) (b)x1

...
...

x1Ψ̃
(k) (b)xk · · · xkΨ̃

(k) (b)xk

⎤
⎥⎦

=

⎡
⎢⎣
x1Ik
...
xkIk

⎤
⎥⎦ Ψ̃(k) (b)

[
x1Ik · · · xkIk

]
.

By assumption, Ψ̃ is matrix α-positive, therefore Ψ̃(k) (b) ≥ 0 in Mk. It follows that

μ
[k]
x (b) ≥ 0 in Mk2 . Thus μ is a quantum Δ-measure.
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Finally, note that
∥∥∥Ψ̃m

∥∥∥
m,α

= sup
{∣∣∣Ψ̃ (T/m)

∣∣∣ : T ∈ JM , ‖T ‖α ≤ 1
}
= Ψ̃ (1H/m)

thanks to Proposition 6.1. Using Lemma 6.4 and [13, Lemma 5.2] (see also [12,

2.2.3]), we derive that
∥∥∥Ψ̃m

∥∥∥cb
m,α

=
∥∥∥Ψ̃m

∥∥∥
m,α

= Ψ̃ (1H/m) for all m ∈M0. �

Thus unital matrix positive functionals μ : JM/M → C determine quantum
scalar measures on the C∗-algebra JM .

The following lemma is very similar to one in [2, Lemma 2.4] proved for the
commutative case. For convenience, we present all details.

Lemma 7.5. Let ψ : JM/M → SF (Δ) be an inner-product mapping, which de-
termines a family Δm, m ∈ M0, of Hilbert space completions of Δ. If ψm is
M0-fractionally α-positive, then

ψ (T/m) (x, y) = 〈Ψm (T )x, y〉m , T ∈ JM , x, y ∈ Δ,

for the uniquely determined unital α-positive linear mapping Ψm : JM → B (Δm),
m ∈ M0. In this case, ψm is matrix α-contractive iff Ψm is as well. Further, ψm

is matrix α-positive iff Ψm is m-fractionally matrix α-positive on JM . Finally, if
n � m for some n,m ∈ M0, then there is a unique α-positive mapping Ψm,n :
JM → B (Δn) such that

〈Ψm,n (T )x, y〉n = ψ (T/n) (x, y) =
〈
Ψm

(
Tn−1m

)
x, y
〉
m

for all x, y ∈ Δ. In this case, Ψm,n is matrix α-contractive iff ψn is as well.
Moreover, Ψm,n is n-fractionally matrix α-positive iff ψn is matrix α-positive.

Proof. Take T ∈ JM such that T ≥α 0. Then ‖T ‖α 1H/m − T/m ≥α 0 in

JM/m for ‖T ‖α 1H ≥α T ; that is, ‖T ‖α 1H/m − T/m ∈ (JM/m)
+
M0,α

. Hence

‖T ‖α ψm (1H/m) (x, x) − ψm (T/m) (x, x) ≥ 0; that is, ψm (T/m) (x, x) ≤
‖T ‖α 〈x, x〉m for all x ∈ Δ. Note that ψm (T/m) (x, y), x, y ∈ Δ, is a positive
semi-definite form on Δ. Using the Cauchy-Schwarz inequality [17, 6.1.5], we infer
that

|ψm (T/m) (x, y)| ≤ ‖T ‖α ‖x‖m ‖y‖m
for all x, y ∈ Δ. Using the density of Δ in Δm, we conclude that the latter
inequality holds for all x, y ∈ Δm. Whence ψm (T/m) (x, y) = 〈Ψ′

m (T |Hα)x, y〉m
for a positive operator Ψ′

m (T |Hα) ∈ B (Δm) (see for instance [17, 6.5.3]). Moreover,
Ψ′

m (T |Hα + S|Hα) = Ψ′
m (T |Hα) + Ψ′

m (S|Hα) and Ψ′
m (rT |Hα) = rΨ′

m (T |Hα)
for all α-positive T , S and a positive r ∈ R. Let us remark that each element
of the C∗-algebra Jα = πα (JM ) is a linear combination of four positive operators
from Jα. Therefore ψm (T/m) (x, y) = 〈Ψ′

m (T |Hα)x, y〉m for a positive linear
mapping Ψ′

m : Jα → B (Δm). It remains to set Ψm = Ψ′
mπα. Note also that

〈Ψm (1H)x, y〉m = ψm (1H/m) (x, y) = 〈x, y〉m; that is, Ψm (1H) = 1Δm . Hence
Ψm : JM → B (Δm) is a unital α-positive mapping.

As we have indicated above (see (6.2)), Mk (JM/m) ⊆ C∗
Ek

(
Hk
)
/ (m · 1Hk),

k ∈ N. Moreover, ψ
(k)
m (T/ (m · 1Hk)) (x, y) =

∑k
i,j=1 ψm (Tij/m) (xj , yi) for all

T = [Tij ] ∈Mk (JM ), x = [xi], y = [yi] ∈ Δk. It follows that

ψ(k)
m (T/ (m · 1Hk)) (x, y) =

k∑
i,j=1

〈Ψm (Tij)xj , yi〉m =
〈
Ψ(k)

m (T )x, y
〉(k)
m
,
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where Ψ
(k)
m : Mk (JM )→ B (Δk

m

)
is the canonical extension of Ψm. Further,

∥∥∥ψ(k)
m (T/ (m · 1Hk))

∥∥∥(k)
m

= sup
{∣∣∣ψ(k)

m (T/ (m · 1Hk)) (x, y)
∣∣∣ : ‖x‖(k)m ≤ 1, ‖y‖(k)m ≤ 1

}

= sup

{∣∣∣∣
〈
Ψ(k)

m (T )x, y
〉(k)
m

∣∣∣∣ : x, y ∈ Δk
m, ‖x‖(k)m ≤ 1, ‖y‖(k)m ≤ 1

}

=
∥∥∥Ψ(k)

m (T )
∥∥∥
B(Δk

m)
.

It follows that∥∥∥ψ(k)
m

∥∥∥(k)
m,α

= sup

{∥∥∥ψ(k)
m (T/ (m · 1Hk))

∥∥∥(k)
m

:
∥∥T |Hk

α

∥∥ ≤ 1

}
=
∥∥∥Ψ(k)

m

∥∥∥(k)
α
.

In particular, ‖ψm‖cbm,α = sup

{∥∥∥ψ(k)
m

∥∥∥(k)
m,α

: k ∈ N

}
= sup

{∥∥∥Ψ(k)
m

∥∥∥(k)
α

: k ∈ N

}
=

‖Ψm‖cbα . Thereby, ψm is matrix α-contractive iff Ψm is as well.

Now take an Mk
0 -fractionally α-positive element b in Mk (JM ) / (m · 1Hk); that

is,

b ∈ (Mk (JM ) / (m · 1Hk))
+
Mk

0 ,α .

Then b =
∑t

i=1 Ti/ (ni · 1Hk) for some ni ∈M0, ni � m, and Ti ≥α 0 in C∗
Ek

(
Hk
)
,

1 ≤ i ≤ t. It follows that

ψ(k)
m (b) (x, x) =

t∑
i=1

ψ(k)
m (Ti/ (ni · 1Hk)) (x, x)

=

t∑
i=1

ψ(k)
m

(
Ti
(
n−1
i m · 1Hk

)
/ (m · 1Hk)

)
(x, x)

=

t∑
i=1

〈
Ψ(k)

m

(
Ti
(
n−1
i m · 1Hk

))
x, x
〉(k)
m

=

〈
Ψ(k)

m

(
t∑

i=1

Ti
(
n−1
i m · 1Hk

))
x, x

〉(k)

m

for all k ∈ N. Using the density of Δ in Δm, we derive that Ψ
(k)
m is m-fractionally

α-positive (see Subsection 7.2) iff ψ
(k)
m is Mk

0 -fractionally α-positive (that is, with

respect to the cone (Mk (JM ) /m)
+
Mk

0 ,α). Whence Ψm is m-fractionally matrix α-

positive iff ψm is matrix α-positive.
Now let n � m for some n ∈ M0. Then JM/n ⊆ JM/m (see Lemma 5.2).

Moreover, (JM/n)
+
M0,α

⊆ (JM/m)
+
M0,α

thanks to Lemma 6.6. Therefore if ψ is

positive with respect to the cone (JM/m)+M0,α
, then it is positive with respect to

the cone (JM/n)
+
M0,α

too. Therefore ψ (T/n) (x, y) = 〈Ψm,n (T )x, y〉n, x, y ∈ Δ,

for the uniquely determined α-positive linear mapping Ψm,n : JM → B (Δn). It
follows that

〈Ψm,n (T )x, y〉n = ψ
(
Tn−1m/m

)
(x, y) =

〈
Ψm

(
Tn−1m

)
x, y
〉
m
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for all x, y ∈ Δ. In particular,
〈
Ψ(k)

m,n (T )x, y
〉(k)
n

= ψ(k) (T/ (n · 1Hk)) (x, y)

= ψ(k)
(
T
(
n−1m · 1Hk

)
/ (m · 1Hk)

)
(x, y)

=
〈
Ψ(k)

m

(
T
(
n−1m · 1Hk

))
x, y
〉(k)
m

for all T ∈ Mk (JM ), x, y ∈ Δk, k ∈ N. Thus ψn is matrix α-contractive iff Ψm,n

is as well. By analogy, Ψm,n is n-fractionally matrix α-positive iff ψn is matrix
α-positive. �

Remark 7.1. Let ψ : JM/M → SF (Δ) be an inner-product mapping which is M0-
fractionally α-positive. Put ψm,x : JM/m → C, ψm,x (T/m) = ψm (T/m) (x, x),
which is a linear functional. Using Corollary 7.1, we infer that

ψm,x (1H/m) = ψ (1H/m) (x, x) = sup {|ψ (T/m) (x, x)| : T ∈ JM , ‖T ‖α ≤ 1}
= sup

{
|ψm,x (b)| : b ∈ JM/m, ‖b‖m,α ≤ 1

}

= ‖ψm,x‖m,α

for all m ∈ M0, x ∈ Δ. If FM =
∑

m∈M Fm is a fractional space in JM/M
and φ : FM → SF (Δ) is a unital linear mapping, then we shall use the notation
φm = φ|Fm and φm,x : Fm → C, φm,x (b) = φm (b) (x, x), x ∈ Δ, m ∈M0.

Let ψ : JM/M → SF (Δ) be an inner-product mapping which is matrix α-
positive. By its very definition, all restrictions ψm, m ∈M0, are matrix α-positive
for a certain cofinal subset M0 ⊆M . By Lemma 7.5,

ψ (T/m) (x, y) = 〈Ψm (T )x, y〉m , x, y ∈ Δ,

for the uniquely determined unital m-fractionally matrix α-positive mappings Ψm :
JM → B (Δm), m ∈ M0. If K = Δ1H (m = 1H ∈ M0) and Ψ = Ψ1H , then
Ψ : JM → B (K) is a unital matrix α-positive mapping (see Subsection 7.2).

Proposition 7.2. If ψ : JM/M → SF (Δ) is a quantum Δ-measure on the C∗-
algebra JM with support in Hα, then the mapping Ψ = Ψ1H : JM → B (K) deter-
mines a quantum B (K)-valued measure on JM with support in Hα such that ψ is
a sesquilinear extension of Ψ.

Proof. By Theorem 7.1, ψ : JM/M → SF (Δ) is a matrix α-positive inner-product
mapping. We have to prove that ψ is a sesquilinear extension of Ψ (see Definition
7.3). We set μx,y (T ) = 〈Ψ(T )x, y〉 for T ∈ JM and x, y ∈ Δ. One may extend μx,y

to the rational functions from JM/M in the following way. Take T/m ∈ JM/m.
Put

μ̃x,y (T/m) = 〈Ψm (T )x, y〉m = ψ (T/m) (x, y) .

If m = 1H , then μ̃x,y (T/1H) = 〈Ψ1H (T )x, y〉 = 〈Ψ(T )x, y〉 = μx,y (T ); that is,
μ̃x,y extends μx,y. If n � m, n,m ∈ M0, then μ̃x,y (T/n) = ψ (T/n) (x, y) =
ψ
(
Tn−1m/m

)
(x, y) = μ̃x,y

(
T
(
n−1m

)
/m
)
. Moreover,

μ̃x,y (Tm/m) = ψ (Tm/m) (x, y) = ψ (Tn/n) (x, y) = μ̃x,y (Tn/n) ,

whence μ̃x,y (Tm/m) = μ̃x,y (T/1H) = μx,y (T ). Thus all μ̃x,y are well defined
extensions of μx,y, respectively. Obviously, the sesquilinear form Δ × Δ → C,
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(x, y) �→ μ̃x,y (b) is just ψ (b) for each b ∈ JM/M . Consequently, ψ : JM/M →
SF (Δ) is a sesquilinear extension of Ψ. �
7.5. The admissible inner product mapping. Let FM =

∑
m∈M Fm be a

fractional space in JM/M and let φ : FM → SF (Δ) be an inner-product mapping.
So, we have a family Δm, m ∈M0, of Hilbert space completions of Δ (see Definition
7.1). The following definition plays a crucial role.

Definition 7.4. We say that φ : FM → SF (Δ) is an α-admissible inner product
mapping if φm (T/m) (x, y) = 〈Ψm (T )x, y〉m for some m-fractionally matrix α-
positive mapping Ψm : JM → B (Δm) for each m ∈M0.

If μ : JM/M → SF (Δ) is a quantum Δ-measure on JM with support in Hα,
then μ is a matrix α-positive inner product mapping by Theorem 7.1. In particular,
each μm is matrix α-positive. Using Lemma 7.5, we derive that μm (T/m) (x, y) =
〈Ψm (T )x, y〉m for some m-fractionally matrix α-positive mapping Ψm : JM →
B (Δm), thereby μ is α-admissible.

Lemma 7.6. Let FM =
∑

m∈M Fm be a fractional space in JM/M and let φ :
FM → SF (Δ) be a matrix α-contractive inner-product mapping. There are matrix
α-positive and matrix α-contractive mappings Ψm : JM → B (Δm) such that

φm (T/m) (x, y) = 〈Ψm (T )x, y〉m
for all T/m ∈ Fm, m ∈M0, where M0 is a unital cofinal subset in M .

Proof. Since φ is an inner-product mapping, we have a unital cofinal subset M0 ⊆
M . Fix m ∈M0. If T/m ∈ Fm, then |φm (T/m) (x, y)|≤‖φm (T/m)‖(1)m ‖x‖m ‖y‖m
≤ ‖φm‖(1)m,α ‖T ‖α ‖x‖m ‖y‖m ≤ ‖φm‖cbm,α ‖T ‖α ‖x‖m ‖y‖m ≤ ‖T ‖α ‖x‖m ‖y‖m. Us-

ing the density of Δ in Δm, infer that φm (T/m) is a bounded form on Δm. There
exists a unique operator Φ′

m (T |Hα) ∈ B (Δm) such that

φm (T/m) (x, y) = 〈Φ′
m (T |Hα) x, y〉m = φ (1H/m) (Φ′

m (T |Hα)x, y)

for all x, y ∈ Δ. Thus we have a unital linear mapping Φm : F (m) → B (Δm),
Φm (T ) = Φ′

m (T |Hα), where F (m) = {T ∈ JM : T/m ∈ Fm} is a subspace in JM .

With ‖φm‖cbm,α ≤ 1 in mind, we infer that Φm is a matrix α-contraction. In-

deed, φ
(k)
m (T/ (m · 1Hk)) (x, y) =

〈
Φ

(k)
m (T )x, y

〉(k)
m

for all T = [Tij ] ∈ C∗
Ek

(
Hk
)
,

Tij/m ∈ Fm, x = [xi], y = [yi] ∈ Δk. In particular,
∥∥∥φ(k)m (T/ (m · 1Hk))

∥∥∥(k)
m

=∥∥∥Φ(k)
m (T )

∥∥∥
B(Δk

m)
. It follows that

∥∥∥Φ(k)
m

∥∥∥(k)
α

= sup

{∥∥∥Φ(k)
m (T )

∥∥∥
B(Δk

m)
: T ∈ Mk

(
F (m)

)
,
∥∥T |Hk

α

∥∥ ≤ 1

}

= sup

{∥∥∥φ(k) (T/ (m · 1Hk))
∥∥∥(k)
m

: T/ (m · 1Hk) ∈Mk (Fm) , ‖T ‖(k)α ≤ 1

}

=
∥∥∥φ(k)m

∥∥∥(k)
m,α

.

In particular, ‖Φm‖cbα = sup

{∥∥∥Φ(k)
m

∥∥∥(k)
α

: k ∈ N

}
= ‖φm‖cbm,α ≤ 1. Therefore, Φm

is a matrix α-contraction. It follows that it can be extended up to a matrix α-
contractive mapping Ψm : JM → B (Δm) thanks to the Hahn-Banach theorem [26,
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Theorem 2.3.1] (see also [9]). Since JM is a normed quantum system (or operator
system) on H and Ψm is unital, it follows that Ψm is matrix α-positive too [12,
5.1.2], [9]. �

Lemma 7.7. If φ : FM → SF (Δ) is an α-admissible inner product mapping, then
φ is matrix α-contractive.

Proof. By Definition 7.4, there is anm-fractionally matrix α-positive mapping Ψm :
JM → B (Δm) such that φm (T/m) (x, y) = 〈Ψm (T )x, y〉m. Evidently, m-frac-
tionally matrix α-positivity involves matrix α-positivity. Being a unital mapping,
each Ψm is matrix α-contractive [9], [12, 5.1.2]. As in the proof of Lemma 7.6, we

have
∥∥∥φ(k)m (T/ (m · 1Hk))

∥∥∥(k)
m

=
∥∥∥Ψ(k)

m (T )
∥∥∥
B(Δk

m)
; that is,

∥∥∥φ(k)m

∥∥∥(k)
m,α

= sup

{∥∥∥φ(k) (T/ (m · 1Hk))
∥∥∥(k)
m

: T/ (m · 1Hk) ∈ Mk (Fm) , ‖T ‖(k)α ≤ 1

}

≤
∥∥∥Ψ(k)

m

∥∥∥(k)
α
.

The assumption T/ (m · 1Hk) ∈ Mk (Fm) just restricts the set of those T in the
latter inequality. In particular,

‖φm‖cbm,α = sup

{∥∥∥φ(k)m

∥∥∥(k)
m,α

: k ∈ N

}
≤ sup

{∥∥∥Ψ(k)
m

∥∥∥(k)
α

: k ∈ N

}
= ‖Ψm‖cbα ≤ 1.

Therefore, φm is a matrix α-contraction for each m ∈M0. �

Note that we cannot assert that a matrix α-contractive inner-product mapping
is automatically α-admissible. By Lemma 7.6, each mapping Ψm : JM → B (Δm)
is matrix α-positive and matrix α-contractive. But we do not know whether Ψm

is m-fractionally matrix α-positive. That depends on the particular choice of the
mapping φ or the C∗-algebra JM related to the denominator set M . In the com-
mutative case each matrix α-contractive mapping φ : FM → SF (Δ) is admissible.
All details will be presented in the next section. The following noncommutative
case presents an interest to be considered too.

Theorem 7.2. Let FM =
∑

m∈M Fm be a fractional space in JM/M and let φ :
FM → SF (Δ) be a matrix α-contractive inner-product mapping. Assume that
m/n2 ∈ FM and that there is a positive number λn,m with

λn,mφ (1/m) = φ (1/n) =
1

λn,m
φ
(
m/n2

)

whenever n � m, n,m ∈M0. Then φ is α-admissible.

Proof. By Lemma 7.6, φm (T/m) (x, y) = 〈Ψm (T )x, y〉m for a matrix α-positive
and matrix α-contractive mapping Ψm : JM → B (Δm), m ∈M0. Then〈

Ψm

(
n−1m

)
x, y
〉
m

= φ
((
n−1m

)
/m
)
(x, y) = φ (1/n) (x, y)

= 〈x, y〉n = λn,mφ (1/m) (x, y)

= λn,m 〈x, y〉m = 〈λn,mx, y〉m
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for all x, y ∈ Δ. Using the density of Δ in Δm, we infer that Ψm

(
n−1m

)
=

λn,m1Δm . Further, note that

(
mn−1

) |Hβ = (m|Hβ) (n|Hβ)
−1

=
(
(n|Hβ)

−1
(m|Hβ)

)∗

=
((
n−1m

) |Hβ

)∗
=
(
n−1m

)∗ |Hβ

for all β ∈ Λ. Whence
(
n−1m

)∗
= mn−1. With

(
n−1m

)∗ ∈ JM in mind, we infer
that〈

Ψm

((
n−1m

)∗ (
n−1m

))
x, y
〉
m

= φ
(
mn−2m/m

)
(x, y) = φ

(
m/n2

)
(x, y)

= λn,mφ (1/n) (x, y) = λ2n,mφ (1/m) (x, y)

=
〈
λ2n,mx, y

〉
m

for all x, y ∈ Δ. Whence Ψm

((
n−1m

)∗ (
n−1m

))
= λ2n,m1Δm = Ψm

(
n−1m

)2
.

Using [12, Corollary 5.2.2 ] (see also [9, Corollary 5.5]), we conclude that

Ψm

(
T
(
n−1m

))
= Ψm (T )Ψm

(
n−1m

)
whenever T ∈ JM and n � m, n,m ∈M0.

Now consider the matrices over JM . Take T = [Tij ] ∈Mk (JM ). Then

Ψ(k)
m

(
T
(
n−1m · 1Hk

))
= Ψ(k)

m

[
Tij
(
n−1m

)]
=
[
Ψm

(
Tij
(
n−1m

))]
=
[
Ψm (Tij)Ψm

(
n−1m

)]
= λn,mΨ(k)

m (T ) .

If T ≥α 0 in Mk (JM ), then Ψ
(k)
m (T ) ≥ 0, for Ψm is matrix α-positive. Hence

Ψ
(k)
m

(
T
(
n−1m · 1Hk

))
= λn,mΨ

(k)
m (T ) ≥ 0; that is, Ψm is m-fractionally matrix

α-positive. By Definition 7.4, we conclude that φ is α-admissible. �

The following corollary of the just-proved assertion will be used in Section 9.

Corollary 7.2. Let FM =
∑

m∈M Fm be a fractional space in JM/M and let

φ : FM → C be a unital α-contractive functional. Assume that m/n2 ∈ FM and

φ (1/n)
2
= φ (1/m)φ

(
m/n2

)
and φ (1/m) > 0

whenever n � m, n,m ∈M0. Then φ is α-admissible.

Proof. Note that φ : FM → C is automatically matrix α-contractive. It remains to
use Theorem 7.2. �

7.6. Noncommutative Albrecht-Vasilescu theorem. In this subsection we
propose a noncommutative version of the extension result proved in [2, Theorem
2.5] by E. Albrecht and F.-H. Vasilescu.

Theorem 7.3. Let M be a unital upward filtered set of denominators, FM =∑
m∈M Fm a fractional space in JM/M and let φ : FM → SF (Δ) be an inner

product mapping. The mapping φ extends up to a quantum Δ-measure ψ : JM/M →
SF (Δ) with support in Hα such that ‖ψm,x‖m,α = ‖φm,x‖m,α, m ∈ M0, x ∈ Δ,

if and only if φ is α-admissible, where M0 ⊆ M is a unital cofinal subset. In
particular, φ is a matrix α-contraction.
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Proof. First, assume that φ has an extension up to a quantum Δ-measure ψ :
JM/M → SF (Δ) with support in Hα such that ‖ψm,x‖m,α = ‖φm,x‖m,α for all

m ∈ M0, x ∈ Δ. By Theorem 7.1, ψ : JM/M → SF (Δ) is a matrix α-positive
mapping such that ψ (JM/m) ⊆ SFm (Δ), m ∈ M0. In particular, ψ is an M0-
fractionally α-positive mapping. As we have confirmed in Remark 7.1,

‖ψm,x‖m,α = ψm,x (1H/m) = ψ (1H/m) (x, x) = φ (1H/m) (x, x)

(see also Definition 5.2). Using Lemma 7.5, we infer that

ψ (T/m) (x, y) = 〈Ψm (T )x, y〉m , x, y ∈ Δ,

for the uniquely determined unital m-fractionally matrix α-positive mapping Ψm :
JM → B (Δm). It follows that φ is α-admissible (see Definition 7.4). In particular,
φ is matrix α-contractive thanks to Lemma 7.7.

Now assume that φ : FM → SF (Δ) is an α-admissible inner product mapping.
So, there is an m-fractionally matrix α-positive mapping Ψm : JM → B (Δm) such
that φm (T/m) (x, y) = 〈Ψm (T )x, y〉m, T/m ∈ Fm, x, y ∈ Δ, for each m ∈M0. In
particular, for the fixed m ∈M0 we have a matrix α-positive mapping

γm : JM/m→ SFM0 (Δ) , γm (T/m) (x, y) = 〈Ψm (T )x, y〉m
(see Lemma 7.5). Take n ∈ M0 with n � m. Then 1H/n ∈ Fn ⊆ Fm (see

Definition 5.2) and 1H/n ∈ (JM/n)
+
M0,α

⊆ (JM/m)
+
M0,α

thanks to Lemma 6.6.

Since φn = φm|Fn, it follows that

γm (1H/n) (x, x) = γm
(
n−1m/m

)
(x, x) =

〈
Ψm

(
n−1m

)
x, x
〉
m

= φm
(
n−1m/m

)
(x, x)

= φn (1H/n) (x, x) > 0

for all x ∈ Δ\ {0}. Using the same argument as in proof of Lemma 7.5, we derive
that there is a unital n-fractionally matrix α-positive mapping Ψm,n : JM → B (Δn)
such that

〈Ψm,n (T )x, y〉n = γm (T/n) (x, y) =
〈
Ψm

(
Tn−1m

)
x, y
〉
m

for all T ∈ JM , x, y ∈ Δ. In particular,

γm,n : JM/n→ SF (Δ) , γm,n (T/n) (x, y) = 〈Ψm,n (T )x, y〉n
is a unital matrix α-positive mapping such that

(7.3) γm,n = γm|JM/n
and

γm,n (T/n) (x, y) =
〈
Ψm

(
Tn−1m

)
x, y
〉
m

= φm
(
Tn−1m/m

)
(x, y)

= φn (T/n) (x, y)

whenever T/n ∈ Fn, x, y ∈ Δ; that is,

(7.4) γm,n|Fn = φn.

Now we use the trick proposed in [2, Theorem 2.5] (see also [19]). Fix m ∈ M0

and consider the set Km of all complex-valued functions a : JM/m×Δ ×Δ → C

such that

|a (T/m, x, y)| ≤ ‖T ‖α ‖x‖m ‖y‖m



LOCAL OPERATOR ALGEBRAS 845

for all (T/m, x, y) ∈ JM/m × Δ × Δ. Evidently, the set Km is a compact space
with respect to the pointwise convergence topology. Therefore K =

∏
m∈M0

Km is

a compact topological space. Consider its subspace Ωm ⊆ K comprising those
a = (an)n∈M0

∈ K such that for each n ∈ M0, n � m, the mapping an :

JM/m → SF (Δ), an (T/m) (x, y) = an (T/m, x, y), is matrix α-positive with
an = am| (JM/n×Δ×Δ) and an|Fn = φn. Then Ωm is closed, and therefore it is
a compact space. Moreover, as we have just proved above, ω = (ωn)n∈M0

∈ Ωm,

where ωm = γm, ωn = γm,n if n � m, and ωn = 0 otherwise (see (7.3) and (7.4)).
Further, if m � s for some m, s ∈ M0, then Ωs ⊆ Ωm. Indeed, if a ∈ Ωs and
n � m, then n � s. Therefore

am| (JM/n×Δ×Δ) = (as| (JM/m×Δ×Δ)) | (JM/n×Δ×Δ)

= as| (JM/n×Δ×Δ) = an

and an|Fn = φn. Whence a ∈ Ωm.
Taking into account the fact thatM0 is a cofinal subset of an upward filtered set,

we deduce that {Ωm : m ∈M0} is a filter base in the compact space K. Therefore
the set

⋂
m∈M0

Ωm being the set of all limit points of the filter associated with the

indicated filter base is nonempty [3, 1.9.1]. Take b = (bn)n∈M0
∈ ⋂

m∈M0

Ωm. Then

bm| (JM/n×Δ×Δ) = bn and bn|Fn = φn whenever n � m, n,m ∈M0. We put

ψ (u) (x, y) = bm (u, x, y)

if u ∈ JM/m, x, y ∈ Δ. If u ∈ JM/n ∩ JM/s for some n, s ∈ M0, then JM/n +
JM/s ⊆ JM/m for a certain m ∈M0, for M is upward filtered and M0 is its cofinal
subset. With b ∈ Ωm in mind, we infer that

bn (u, x, y) = bm (u, x, y) = bs (u, x, y)

for all x, y ∈ Δ, and the mapping (x, y)→ bm (u, x, y) is a sesquilinear form. Thus
ψ : JM/M → SF (Δ) is a well defined matrix α-positive mapping extending φ.
Using Theorem 7.1 and Lemma 7.7, we derive that ψ (JM/m) ⊆ SFm (Δ), m ∈M0,
and ψ is a matrix α-contraction. Hence

‖φm,x‖m,α ≤ ‖ψm,x‖m,α ≤ ‖ψ (1H/m)‖m ‖x‖2m ≤ ‖x‖2m
= φ (1H/m) (x, x) = φm,x (1H/m)

≤ ‖φm,x‖m,α ;

that is, ‖φm,x‖m,α = ‖ψm,x‖m,α for all m ∈M0, x ∈ Δ. �

Remark 7.2. As we have mentioned in the introduction, the functional scheme of
the fractional space technique developed in [2], [24] and [25] can be considered as a
particular case of the proposed above quantum construction. The space Hα repre-
sents the square integrable functions with support in a compact set Kα. Keeping
the support of a quantum Δ-measure ψ : JM/M → SF (Δ) in Hα, just proving
Theorem 7.3 effectively generalizes the relevant functional extension result proved
in [2, Theorem 2.5] (see Corollary 8.1 below).
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8. The mutually commuting denominators

In this section we investigate the fractional spaces associated with a set of mu-
tually commuting positive denominators, and using the noncommutative Albrecht-
Vasilescu theorem we solve the quantum moment problem for this case.

8.1. The C∗-algebra M
′
E related to M . Let M ⊆ ME be a subset. We say

that M is a commutative set of denominators in ME if M consists of mutually
commuting positive operators from ME with 1H ∈ M . We set M ′

E to denote the

commutant of the set M in the C∗-algebra C∗
E (H); that is, M

′
E = M ′ ∩ C∗

E (H),
whereM ′ is the commutant ofM in B (H). Since all operators fromM are normal,

it follows that (see for instance [20, 12.12.16])M
′
E is a unital C∗-algebra in C∗

E (H).

Taking into account that M is itself commutative, we conclude that M ⊆M ′
E . For

each k ∈ N the set Mk = {m · 1Hk : m ∈M} is a commutative set of denominators

in C∗
Ek

(
Hk
)
. Its commutant in C∗

Ek

(
Hk
)
is denoted by M

′
Ek . If T = [Tij ] ∈ M ′

Ek ,
then [Tijm] = T (m · 1Hk) = (m · 1Hk)T = [mTij ] for all m ∈M . Hence

(8.1) M
′
Ek = Mk

(
M

′
E
)

for all k.

Lemma 8.1. Let M be a commutative set of denominators in ME . If n � m for
some n,m ∈M , then n−1m ≥ 0 in the C∗-algebra C∗

E (H). Moreover, n−1m ∈M ′
E .

Thus M ′
E is a C∗-algebra in C∗

E (H) related to the set M .

Proof. Take α ∈ Λ. Since n is an E-bijection, it follows that n−1|Hα = (n|Hα)
−1 ∈

B (Hα). Taking into account that n ≥ 0 and σ (n) =
⋃

α∈Λ

σ (n|Hα) (see Corollary

2.1), we deduce that σ
(
n−1|Hα

)
= σ (n|Hα)

−1 ≥ 0; that is, n−1|Hα ≥ 0. Moreover,

(m|Hα) (n|Hα) = (n|Hα) (m|Hα). Therefore
(
n−1m

) |Hα =
(
n−1|Hα

)
(m|Hα) =

(m|Hα)
(
n−1|Hα

) ≥ 0; that is,
〈(
n−1m

)
x, x
〉 ≥ 0 for all x ∈ D. Since n−1m is

bounded and D is dense, we derive that n−1m ≥ 0.
Now take k ∈M . Then

((
n−1m

)
k
) |Hα =

((
n−1m

) |Hα

)
(k|Hα) =

(
n−1|Hα

)
(m|Hα) (k|Hα)

=
(
k
(
n−1m

)) |Hα

for all α ∈ Λ. Whence n−1m ∈ M ′. But n−1m ∈ C∗
E (H); therefore n−1m ∈ M ′

E .
Hence M ′

E is a C∗-algebra related to M (see the passage after Definition 5.2). �

8.2. The fractional space M ′
E/M . Take m ∈ M . Consider the fractional space

C∗
E (H) /m and its subspace M ′

E/m = {T/m : T ∈M ′
E}. We set

M ′
E/M =

∑
m∈M

M ′
E/m,

which is a subspace in C∗
E (H) /M .

Lemma 8.2. The space M ′
E/m is a quantum system in C∗

E (D). Moreover, M ′
E/M

is a fractional space in C∗
E (H) /M .
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Proof. First, note that 1D = m/m ∈ M ′
E/m and 1H/m ∈ M ′

E/m. Further, each
T/m has the unbounded dual, namely, T ∗/m. Indeed,

〈(T/m)x, y〉 =
〈
T (m|D)−1

x, y
〉
=
〈
(m|D)−1

x, T ∗y
〉

=
〈
x, (m|D)−1 T ∗y

〉
=
〈
x, T ∗ (m|D)−1 y

〉

= 〈x, (T ∗/m) y〉
for all x, y ∈ D. But T ∗/m ∈ C∗

E (D). It follows that (T/m)∗ = T ∗/m ∈M ′
E/m [9,

Proposition 3.1]. Thus M ′
E/m is a quantum system in C∗

E (D).
Now let n � m for some n,m ∈ M . If T/n ∈ M ′

E/n, then T/n = Tn−1m/m ∈
C∗

E (H) /m. By Lemma 8.1, n−1m ∈ M ′
E . Therefore Tn−1m ∈M ′

E ; that is, T/n ∈
M ′

E/m. Thus M ′
E/n ⊆ M ′

E/m. According to Definition 5.2, M ′
E/M is a fractional

space in C∗
E (H) /M . �

Remark 8.1. Let Θ ⊆ C∗
E (D)h be a unital subset of symmetric operators, and let

M = {DS : S ∈ Θ} with DS = 2 − US − U∗
S (see (3.1)). Then M is commutative

if Θ is as well. Indeed, take DS , DT ∈M for some T, S ∈ Θ. Note that

DS |Hα = 4
(
1 + S2|Hα

)−1 ∈ B (Hα)

for all α ∈ Λ, thanks to (3.3) (see the proof of Lemma 3.4). Therefore if [S, T ] = 0
in C∗

E (D), then [S|Hα, T |Hα] = 0, which in turn implies that [DS|Hα, DT |Hα] = 0
for all α ∈ Λ. Further, note that

US ∈M ′
E .

Indeed, US |Hα = r (S|Hα) (see Remark 3.1), where r (t) = (t− i) / (t+ i), t ∈ R,
is a rational function. Therefore[

US |Hα, DT |Hα

]
=
[
r (S|Hα) , 4

(
1 + T 2|Hα

)−1
]
= 0

for all α ∈ Λ. It follows that
[
US , DT

]
= 0 for all S, T ∈ Θ. But US ∈ UE ⊆ C∗

E (H)

(see Theorem 3.1), thereby US ∈M ′ ∩C∗
E (H) =M

′
E .

Consider an n-tuple S = (S1, . . . , Sn) of mutually commuting operators from the
set C∗

E (D)h. Then we have a mutually commuting n-tuple DS = (DS1 , . . . , DSn)
of bounded positive operators from C∗

E (H) (see Remark 8.1). For an n-tuple λ =

(λ1, . . . , λn) ∈ Z
n
+ we set Dλ

S = Dλ1

S1
· · ·Dλn

Sn
∈ C∗

E (H). Then

S =
{
Dλ

S : λ ∈ Z
n
+

}

is a unital commutative set of denominators in C∗
E (H). Note that Dλ

S � Dμ
S if

λ ≤ μ in Z
n
+. Indeed,

D−λ
S Dμ

S =
n∏

i=1

D−λi

Si
Dμi

Si
=

n∏
i=1

4μi−λi
(
1 + S2

i

)λi−μi ∈ B (H)

(see Remark 8.1). In particular, S is upward filtered; that is, for a couple Dλ
S , D

μ
S

there corresponds Dγ
S with Dλ

S � Dγ
S and Dλ

S � Dγ
S . Just put γ = max {λ, μ} in

Z
n
+. Thus

S ′E = {T ∈ C∗
E (H) : [T,DSi] = 0, 1 ≤ i ≤ n} .
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One can easily verify that

S ′E =
{
T ∈ C∗

E (H) :
[
T |D, S2

i |D
]
= 0, 1 ≤ i ≤ n} .

Moreover, as we have just confirmed in Remark 8.1, USi ∈ S ′E for all i.

Lemma 8.3. Let M be a commutative set of denominators in C∗
E (H) and let

α ∈ Λ. Then (M ′
E/m)

+
M,α = (M ′

E/m)
+
α . In particular,

(M ′
E/M)

+
α =

∑
m∈M

(M ′
E/m)

+
α ,

and if M0 ⊆M is a cofinal subset, then

(M ′
E/m)

+
M0,α

= (M ′
E/m)

+
M,α and (M ′

E/M)
+
α = (M ′

E/M0)
+
α .

Proof. Evidently, (M ′
E/m)

+
α = {T/m ∈M ′

E/m : T ≥α 0} ⊆ (M ′
E/m)

+
M,α (see Re-

mark 6.1). Take b = T/m ∈ (M ′
E/m)+M,α. Then b =

∑k
i=1 Ti/ni for some Ti ∈M ′

E ,
Ti ≥α 0, ni ∈M , ni � m, 1 ≤ i ≤ k (see Subsection 6.2). By Lemma 8.1, n−1

i m ≥ 0

in the C∗-algebra M ′
E . In particular, n−1

i m ≥α 0. Moreover,

[
Ti|Hβ ,

(
n−1
i m

) |Hβ

]
=
[
Ti|Hβ , (ni|Hβ)

−1 (m|Hβ)
]

=
[
Ti|Hβ , (ni|Hβ)

−1
]
(m|Hβ) + (ni|Hβ)

−1
[Ti|Hβ , (m|Hβ)]

= 0

for all β ∈ Λ. Hence
[
Ti, n

−1
i m

]
= 0 for all i. Therefore Ti

(
n−1
i m

) ≥α 0 for

all i, which in turn implies that S =
∑k

i=1 Ti
(
n−1
i m

) ≥α 0. But b = S/m, so

b ∈ (M ′
E/m)+α . Consequently, (M

′
E/m)+M,α = (M ′

E/m)+α , which in turn implies that

(M ′
E/M)

+
α =

∑
m∈M (M ′

E/m)
+
α .

Finally, let M0 ⊆M be a cofinal subset. If m ∈M0, then (see Lemma 6.6)

(M ′
E/m)

+
α ⊆ (M ′

E/m)
+
M0,α

⊆ (M ′
E/m)

+
M,α ⊆ (M ′

E/m)
+
α ;

that is, (M ′
E/m)

+
α = (M ′

E/m)
+
M0,α

. Whence (M ′
E/M)

+
α = (M ′

E/M0)
+
α . �

As follows from Lemma 8.3, all varieties of the fractional positivity (see Remark
6.1) that occurred in the noncommutative case are unified in the commutative one.

Now consider the matrix spaces over the fractional spaceM ′
E/M . First note that

Mk (M
′
E/M) =

∑
m∈M Mk (M

′
E/m) for all k. Using (6.2) and (8.1), infer that

Mk (M
′
E/m) =M ′

Ek/ (m · 1Hk) ,

which in turn implies that

Mk (M
′
E/M) =

∑
m∈M

M ′
Ek/ (m · 1Hk) =M ′

Ek/M
k.

Due to Lemma 8.3,

(M ′
Ek/ (m · 1Hk))

+

Mk,α = (M ′
Ek/ (m · 1Hk))

+

α = (M ′
Ek/ (m · 1Hk))

+

Mk
0 ,α

for a cofinal subset M0 ⊆M . Whence(
M ′

Ek/M
k
)+
α
=
∑

m∈Mk

(M ′
Ek/ (m · 1Hk))

+

α =
(
M ′

Ek/M
k
0

)+
α
.
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As above fix an n-tuple S = (S1, . . . , Sn) of mutually commuting operators in
C∗

E (D)h and consider the commutative set S =
{
Dλ

S : λ ∈ Z
n
+

}
of denominators in

C∗
E (H). The unital ∗-subalgebra in C∗

E (D) generated by S is denoted by PS . It is
a quantum ∗-algebra in C∗

E (D) of all polynomials taken by S. If v ∈ Z
n
+, then we

have an unbounded operator

D
−v/2
S =

n∏
i=1

D
−vi/2
Si

= 2−|v|
n∏

i=1

(
1D + S2

i

)vi/2 ∈ C∗
E (D) ,

where
(
1D + S2

i

)vi/2 |Hα =
((

1 + (Si|Hα)
2
)vi)1/2

is the square root of a positive

operator. For the fixed λ ∈ Z
n
+ we consider the following subspace:

PS,λ = span

{
Sv = Sv1

1 · · ·Svn
n : D

−v/2
S Dλ

S

=

n∏
i=1

4λi−vi/2
(
1D + S2

i

)vi/2−λi
is bounded

}
⊆ PS .

Note that if v ≤ 2λ, then each
(
1D + S2

i

)vi/2−λi
is bounded. Therefore D

−v/2
S Dλ

S

is bounded and therefore Sv ∈ PS,λ. Thus {Sv : v ≤ 2λ} ⊆ PS,λ. It follows that
PS =

∑
λ PS,λ.

Lemma 8.4. The quantum ∗-algebra PS =
∑

λ PS,λ is a fractional subspace in

S ′E/S. Namely, 1H/D
λ
S ∈ PS,λ ⊆ S ′E/Dλ

S and PS,λ ⊆ PS,μ whenever Dλ
S � Dμ

S.

Proof. First note that being a quantum ∗-algebra, PS is a fractional space thanks
to Corollary 5.1. Let us prove that PS =

∑
λ PS,λ is the fractional space expansion

(see Definition 5.2). Note that

1H/D
λ
S = D−λ

S = 4−|λ|
n∏

i=1

(
1D + S2

)λi
= 4−|λ| ∑

0≤q≤λ

(
λ

q

)
S2(λ−q)

∈ span {Sv : v ≤ 2λ} ⊆ PS,λ;

that is, 1H/D
λ
S ∈ PS,λ.

Now take Sv ∈ PS,λ. Then S
vDλ is bounded. Indeed, first prove that

(8.2) 2|v|D−v/2
S ≥α S

v ≥α −2|v|D−v/2
S

for all α ∈ Λ. Note that the C∗-algebra Aα in B (Hα) generated by the mutually
commuting operators S|Hα = (S1|Hα, . . . , Sn|Hα) is a commutative C∗-algebra
which is identified to within a ∗-isomorphism, with the algebra of all complex
continuous functions C (σ (S|Hα)) on the character space σ (S|Hα) of Aα. Let
t = (t1, . . . , tn) be the real variables running in the spectrum σ (S|Hα). Since

σ (S|Hα) ⊆
n∏

i=1

σ (Si|Hα), it follows that ti ∈ σ (Si|Hα), 1 ≤ i ≤ n. Moreover,

Sv|Hα =
n∏

i=1

tvii and 2|v|D−v/2
S =

n∏
i=1

(
1 + t2i

)vi/2
in C (σ (S|Hα)). With

∣∣∣∣
n∏

i=1

tvii

∣∣∣∣ ≤
n∏

i=1

(
1 + t2i

)vi/2
in mind, we derive the inequality (8.2). Further, since Dλ

S ≥ 0 and
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Dλ
S|Hα commutes with D

−v/2
S |Hα and Sv|Hα, we also deduce that 2

|v|D−v/2
S Dλ

S ≥α

SvDλ
S ≥α −2|v|D−v/2

S Dλ
S . In particular,

∥∥SvDλ
S |Hα

∥∥ ≤ 2|v|
∥∥∥D−v/2

S Dλ
S |Hα

∥∥∥ ≤ 2|v|
∥∥∥D−v/2

S Dλ
S

∥∥∥
for all α ∈ Λ. But D

−v/2
S Dλ

S is bounded, for Sv ∈ PS,λ. Consequently, SvDλ
S is

bounded.
In particular, Sν = SνDλ

S/D
λ
S ∈ S ′E/Dλ

S . Thus PS,λ ⊆ S ′E/Dλ
S is a unital

subspace.
Finally, PS,λ ⊆ PS,μ whenever Dλ

S � Dμ
S . Indeed, take v ∈ Z

n
+ with Sv ∈ PS,λ.

Then D
−v/2
S Dλ

S and D−λ
S Dμ

S are bounded operators and

D
−v/2
S Dμ

S =
(
D

−v/2
S Dλ

S

) (
D−λ

S Dμ
S

)
turns out to be a bounded operator. By its very definition, Sv ∈ PS,μ. �
Proposition 8.1. Let M ⊆ ME be a commutative set of denominators, FM =∑

m∈M Fm ⊆ M ′
E/M a fractional space, and let φ : FM → SF (Δ) be an inner-

product mapping. Then φ is α-admissible if and only if it is matrix α-contractive.

Proof. By Lemma 7.7, each α-admissible inner product mapping is matrix α-
contractive.

Now assume that φ : FM → SF (Δ) is a matrix α-contractive inner-product
mapping. By Lemma 7.6, there are matrix α-positive and matrix α-contractive
mappings Ψm : M ′

E → B (Δm) such that φm (T/m) (x, y) = 〈Ψm (T )x, y〉m for all
T/m ∈ M ′

E/m, m ∈ M0, where M0 ⊆ M is a unital cofinal subset. If n � m for
some n,m ∈ M0, then n−1m ≥ 0 in the C∗-algebra M ′

E by virtue of Lemma 8.1.
Take T ∈M ′

E , T ≥α 0. Then

T
(
n−1m

)
/m = T/n ∈ (M ′

E/n)
+
α ⊆ (M ′

E/n)
+
M,α ⊆ (M ′

E/m)
+
M,α ⊆ (M ′

E/m)
+
α

due to Lemma 8.3. It follows that T
(
n−1m

) ≥α 0. Since Mk (M
′
E/M) =M ′

Ek/M
k

and
(
n−1m

) · 1Hk ≥ 0, we derive that T
((
n−1m

) · 1Hk

) ≥α 0 whenever T ∈ M ′
Ek ,

T ≥α 0, on the same grounds. By assumption each Ψm : M ′
E → B (Δm) is matrix

α-positive, therefore Ψ
(k)
m

(
T
(
n−1m · 1Hk

)) ≥ 0. Thus Ψm is m-fractionally matrix
α-positive (see Subsection 7.2). Therefore φ is α-admissible (see Definition 7.4). �
8.3. The quantum moment problem. Let us return to the quantum moment
problem mentioned in the introduction. Fix an n-tuple S = (S1, . . . , Sn) of mu-
tually commuting symmetric operators in C∗

E (D) and consider the commutative
set S =

{
Dλ

S : λ ∈ Z
n
+

}
of denominators in C∗

E (H). According to Lemma 8.4, the
polynomial ∗-algebra PS generated by S is a fractional space in S ′E/S. Consider
an inner product space Δ whose completion is denoted by K, and also a unital
linear mapping φ : PS → SF (Δ). We say that φ is an Hα-moment form (or local
moment form) if there is a quantum Δ-measure μ : S ′E/S → SF (Δ) with support
in Hα (see Definition 7.2) such that

(8.3) φ (p (S)) (x, x) = μx (p (S)) for all p (S) ∈ PS and x ∈ Δ.

In this case μ is called a representing quantum Δ-measure for φ. Replacing μ by
a quantum Δ-measure with support in D, we can introduce a moment form. The
moment forms can also be expressed in terms of quantum B (K)-valued measures,
as follows from Lemma 8.5.
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Lemma 8.5. A unital linear mapping φ : PS → SF (Δ) is an Hα-moment form
iff there is a quantum B (K)-valued measure Ψ : S ′E → B (K) with support in Hα

such that φ (p (S)) (x, x) = μ̃x (p (S)) for all p (S) ∈ PS and x ∈ Δ, where μ is a
sesquilinear extension of Ψ.

Proof. It suffices to use Proposition 7.2 and Definition 7.3. �

Now we prove the central result which solves the quantum moment problem.

Theorem 8.1. A unital linear mapping φ : PS → SF (Δ) is an Hα-moment form
if and only if φ is a matrix α-contractive inner product mapping.

Proof. If φ is an Hα-moment form, then there is a representing Δ-measure μ :
S ′E/S → SF (Δ) with support in Hα. By Lemma 7.4, μ is an inner product map-
ping, which is matrix α-positive by virtue of Theorem 7.1. In particular, μ is
M0-fractionally α-positive. Take p (S) ∈ PS . Using (7.2) and (8.3), we infer that

4μ (p (S)) (x, y) = 4μx,y (p (S)) = μx+y (p (S))− μx−y (p (S))

+ iμx+iy (p (S))− iμx−iy (p (S))

= φ (p (S)) (x+ y, x+ y)− φ (p (S)) (x− y, x− y)
+ iφ (p (S)) (x+ iy, x+ iy)− iφ (p (S)) (x− iy, x− iy)
= 4φ (p (S)) (x, y) ;

that is, μ (p (S)) = φ (p (S)). Hence μ extends the mapping φ. Further, by Corollary
7.1,

μ (1H/m) (x, x) = sup {|μ (T/m) (x, x)| : T ∈ S ′E , ‖T ‖α ≤ 1} = ‖μm,x‖m,α

≥ ‖φm,x‖m,α ≥ φ (1H/m) (x, x) = μ (1H/m) (x, x)

(see Remark 7.1); that is, ‖μm,x‖m,α = ‖φm,x‖m,α for all m ∈ S, x ∈ Δ. Using

Theorem 7.3, we infer that φ is α-admissible, which in turn implies that φ is matrix
α-contractive thanks to Proposition 8.1.

Now assume that φ is a matrix α-contractive inner product mapping. By Propo-
sition 8.1, φ : PS → SF (Δ) is α-admissible. Using Theorem 7.3, we deduce that φ
extends up to a quantum Δ-measure μ : S ′E/S →SF (Δ) with support in Hα. It fol-
lows that μx (p (S)) = μ (p (S)) (x, x) = φ (p (S)) (x, x) for all p (S) ∈ PS. Whence
φ is Hα-moment form. �

Corollary 8.1. If μ : S ′E/S → SF (Δ) is a representing quantum Δ-measure with
support in Hα for an Hα-moment form φ : PS → SF (Δ), then there exists a unique
positive B (K)-valued measure E over all Borel sets in R

n whose support lies in Kα

such that

φ (p (S)) (x, x) =

∫

Rn

p (t) dEx,x (t) for all p (S) ∈ PS and x ∈ Δ.

Conversely, each such spectral measure E for an Hα-moment form φ : PS →
SF (Δ) can be extended up to a quantum Δ-measure μ with support in Hα.

Proof. Let CS be the unital C∗-algebra in C∗
E (H) generated by all unitaries USi ,

1 ≤ i ≤ n. Obviously, CS is a C∗-algebra in C∗
E (H) related to S (see Remark 8.1).

Moreover, PS is a fractional subspace in CS/S (see the proof of Theorem 4.8 from
[25]). The algebra CS is a normal subalgebra in B (H) (actually in S ′E), and all Hα
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are reducing subspaces for CS. Using Lemma 2.2, we derive that Spec (CS) is the
closure of the union

⋃
α∈Λ Spec (CS |Hα). Note that Spec (CS) is a compact subset in

T
n. If τ ∈ Spec (CS) with τ

(
USi

)
= 1 for a certain i, then τ /∈ ⋃α∈Λ Spec (CS |Hα)

by virtue of Proposition 3.1. Hence
⋃

α∈Λ Spec (CS |Hα) ⊆ (T\ {1})n, which means
that {Spec (CS|Hα)} are identified with an upward filtered family of compact sets
{Kα} in R

n by means of the inverse Cayley transform. Further, the quantum
∗-algebra PS is a normal algebra of unbounded operators thanks to Proposition
5.1. Furthermore, the fractional space CS/S is identified with the functional space
C (Spec (CS)) /M of fractions [25]. It follows that PS can be identified with the ∗-
algebra Pn (X) of all polynomial functions on a certain (unbounded) subsetX ⊆ R

n

which is the union of its compact subsets Kα, α ∈ Λ.
Now comparing the results [2, Theorem 3.2] and Theorem 8.1, we obtain that if

μ : S ′E/S → SF (Δ) is a representing quantum Δ-measure with support in Hα for
φ : PS → SF (Δ), then there exists a unique positive B (K)-valued measure E over
all Borel sets in Kα such that μx (p (S)) =

∫
Kα

p (t) dEx,x (t) for all p (S) ∈ PS and

x ∈ Δ.
Finally, the extension of the spectral measure E up to a quantum Δ-measure μ

is provided by the extension theorem, Theorem 7.3. �
Remark 8.2. It worth noting the global version of this assertion. Namely, if μ :
S ′E/S → SF (Δ) is a representing quantum Δ-measure for a moment form φ :
PS → SF (Δ), then there exists a unique positive B (K)-valued measure E over all
Borel sets in R

n such that φ (p (S)) (x, x) =
∫
Rn

p (t) dEx,x (t), p (S) ∈ PS , x ∈ Δ.

Conversely, each such spectral measure E for a moment form φ : PS → SF (Δ)
can be extended up to a quantum Δ-measure μ.

8.4. The moment form φ : PS → SF (D). Now we apply Theorem 8.1 to a
special example, that of Δ = D. For brevity, we consider the “global” moment
form instead of the local one. Again fix an n-tuple S = (S1, . . . , Sn) of mutually
commuting symmetric operators in C∗

E (D)h and consider the commutative set S ={
Dλ

E : λ ∈ Z
n
+

}
of denominators in C∗

E (H). By Lemma 8.4, the quantum ∗-algebra
PS is a fractional space in S ′E/S. Put Δ = D and consider the following linear
mapping:

φ : PS → SF (D) , φ (Sv) (x, y) = 〈Svx, y〉 ,
where v ∈ Z

n
+.

Lemma 8.6. The linear mapping φ : PS → SF (D) is a matrix contractive inner
product mapping. In particular, φ is a moment form.

Proof. First note that φ is an inner product mapping (see Definition 7.1). If x ∈
D\ {0} and λ ∈ Z

n
+, then we have

φ
(
1/Dλ

S

)
(x, x) =

〈
n∏

i=1

4−λi
(
1 + S2

i

)λi
x, x

〉
= 4−|λ|

〈
n∏

i=1

(
1 + S2

i

)λi
x, x

〉

≥ 4−|λ| 〈x, x〉 > 0.

Further, put 〈x, y〉λ =
〈
D−λ

S x, y
〉
, x, y ∈ D, and take T = [Tij ] ∈ Mk (S ′E) = S ′Ek

(see (8.1)). Then
[
T |Hk

α,
(
Dλ

S · 1Hk

) |Hk
α

]
= 0 for each α. It follows that

‖T ∗T ‖ (D−λ
S · 1Hk

) ≥α T
∗T
(
D−λ

S · 1Hk

) ≥α 0.
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Confirm that 0 ≤ T ∗T ≤ ‖T ∗T ‖ 1Hk . Consequently,〈
T ∗T

(
D−λ

S · 1Hk

)
x, x
〉 ≤ ‖T ∗T ‖ 〈(D−λ

S · 1Hk

)
x, x
〉

for all x ∈ Dk.

Then (
‖Tx‖(k)λ

)2
= 〈Tx, Tx〉(k)λ =

〈
T ∗T

(
D−λ

S · 1Hk

)
x, x
〉(k)

≤ ‖T ∗T ‖ 〈(D−λ
S · 1Hk

)
x, x
〉
= ‖T ‖2

(
‖x‖(k)λ

)2

for all x ∈ D(k). Hence∣∣∣φ(k) (T/ (Dλ
S · 1Hk

))
(x, y)

∣∣∣ = ∣∣〈T (D−λ
S · 1Hk

)
x, y
〉∣∣ = ∣∣〈(D−λ

S · 1Hk

)
Tx, y

〉∣∣
=
∣∣∣〈Tx, y〉(k)λ

∣∣∣ ≤ ‖Tx‖(k)λ ‖y‖(k)λ ≤ ‖T ‖ ‖x‖(k)λ ‖y‖(k)λ ,

which in turn implies that
∥∥φ(k) (T/ (Dλ

S · 1Hk

))∥∥(k)
λ
≤ ‖T ‖ = ∥∥T/ (Dλ

S · 1Hk

)∥∥(k)
λ

and
∥∥∥φ(k)λ

∥∥∥(k)
λ

= sup

{∥∥∥φ(k)λ (b)
∥∥∥(k)
λ

: ‖b‖(k)λ ≤ 1

}
≤ 1 for all λ. That is, φ is a matrix

contractive inner-product mapping. By Theorem 8.1, φ is a moment form. �

9. The noncommuting variables

A noncommutative version of the moment form φ : PS → SF (Δ) from the
previous section has a more complicated structure. In this final section we demon-
strate how the general framework of the quantum moment problem developed in
the previous sections can be used for a certain class of noncommutative tuples of
symmetric operators from the algebra C∗

E (D).
Let S = (S1, . . . , Sn) be an n-tuple of operators in C

∗
E (D)h and let PS be a unital

associative subalgebra in C∗
E (D) generated by S. Thus PS is a quantum ∗-algebra.

For each tuple J = (j1, . . . , jk), 1 ≤ js ≤ n, we use SJ,ε to indicate the “real”
noncommutative monomial Re ((−i)ε SJ) in PS , where ε = 0, 1 and SJ = Sj1 · · ·Sjk .
Since each element in PS has unique expansion by means of its real and imaginary
parts, we derive that the linear space PS is generated by the monomials SJ,ε, where
ε = 0, 1 and J runs over all tuples in elements of the finite set Fn = {1, 2, . . . , n}.
For the fixed tuple J = (j1, . . . , jk) we define its conjugate J∗ as J∗ = (jk, . . . , j1).
Evidently, S∗

J = SJ∗ . Further, for the tuples J = (j1, . . . , jk) and K = (k1, . . . , ks)
we put J ∪K = (j1, . . . , jk, k1, . . . , ks). Evidently, (J ∪K)

∗
= K∗ ∪ J∗. Note that

S2
J,ε = Re ((−i)ε SJ)

2
= 4−1 ((−i)ε SJ + iεS∗

J)
2

= 4−1
(
(−1)ε S2

J + (−1)ε S∗2
J + SJS

∗
J + S∗

JSJ

)
= 4−1 ((−1)ε SJ∪J + (−1)ε SJ∗∪J∗ + SJ∪J∗ + SJ∗∪J)

= 4−1
(
(−1)ε (SJ∪J + S(J∪J)∗

)
+
(
SJ∪J∗ + S(J∪J∗)∗

))
= 4−1 ((−1)ε 2Re (SJ∪J) + 2Re (SJ∪J∗)) = 2−1 ((−1)ε SJ∪J,0 + SJ∪J∗,0) .

Thus in the noncommutative case a simple algebraic operation over the monomials
SJ,ε would change the relevant tuples J significantly. So, it is not possible (except
in some special cases) to obtain a similar decomposition for the algebra PS as in
the commutative case proposed in Lemma 8.4. Nonetheless, some decomposition
exists in the general case.
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Consider the real subspace PS in PS generated by these monomials. Thus each
element a ∈ PS is a “real” linear combination a =

∑
J,ε rJ,εSJ,ε, rJ,ε ∈ R. In

particular, PS ⊆ C∗
E (D)h.

Let us introduce the set M = {Da : a ∈ PS} of positive denominators in C∗
E (H),

where

Da = 2− Ua − U∗
a.

Since Da|Hα = 4
(
1 + a2|Hα

)−1
(see (3.3)), it follows that

(
1 + a2

)−1 ∈ C∗
E (H) for

each a ∈ PS .

Definition 9.1. We say that S = (S1, . . . , Sn) is an admissible n-tuple of operators
in C∗

E (D)h if for each couple a, b ∈ PS there is c ∈ PS such that the operators

a2
(
1 + c2

)−1
and b2

(
1 + c2

)−1
are bounded.

If S is an n-tuple of mutually commuting operators in C∗
E (D)h, then it is admis-

sible. Indeed, in this case SJ,ε = SJ , and PS is just the real linear space generated
by the monomials SJ . Since a, b ∈ PS are commuting operators in C∗

E (D)h, it
suffices to set c = a2 + b2. As an example of a noncommutative case, one may con-
sider an n-tuple S for which all monomials SJ,ε of length at least k are commuting.
This type of example can be constructed in some formal way, taking an appropriate
quotient of the relevant free algebra. In order to satisfy the conditions of Definition
9.1 in this case, it makes sense to consider polynomials a = p (S), b = q (S) ∈ PS

without free terms. Then a2
k

and b2
k

are commuting for a certain k. It follows

that a2
k (

1 + c2
)−1

and b2
k (

1 + c2
)−1

are bounded whenever c = a2
k+1

+b2
k+1

. But

a2
(
1 + a2

k
)−1

and b2
(
1 + b2

k
)−1

are bounded too. Consequently, a2
(
1 + c2

)−1

and b2
(
1 + c2

)−1
are bounded.

Lemma 9.1. Let S = (S1, . . . , Sn) be an n-tuple of operators in C∗
E (D)h. Then

S is admissible iff the set M = {Da : a ∈ PS} of denominators is upward filtered.

Moreover, the subset Mk =
{
Da : a ∈ P (k)

S

}
⊆ M is a unital cofinal subset, where

P
(k)
S =

{
a2

k

: a ∈ PS

}
, k ∈ N.

Proof. By its very definition, Da � Dc means that the operator D−1
a Dc is bounded.

But D−1
a Dc =

(
1 + a2

) (
1 + c2

)−1
, thanks to (3.3). Thereby, the operator D−1

a Dc

is bounded iff a2
(
1 + c2

)−1
is as well. In particular, for each couple a, b ∈ PS there

corresponds c ∈ PS such that Da � Dc and Db � Dc.

Further, as we have shown above, a2
(
1 + a2

k+1
)−1

is bounded for each a ∈ PS .

In particular, Da � Db, where b = a2
k ∈ P (k)

S . Consequently, Mk ⊆M is a cofinal
subset. �

We write a � b for some a, b ∈ PS , if Da � Db; that is, D
−1
a Db has the bounded

linear extension denoted by Dab. Thus a � b iff the operator a2
(
1 + b2

)−1
is

bounded thanks to Lemma 9.1.
Now we put Pa = PS ∩ (C∗

E (H) /Da). Then 1H/Da = D−1
a = 4−1

(
1D + a2

) ∈
PS. Using Corollary 5.1, we deduce that PS =

∑
a∈PS

Pa is a fractional space.
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Now take n = Da, m = Db, such that n � m. Then 1/n = D−1
a = 4−1

(
1D + a2

)
,

1/m = D−1
b = 4−1

(
1D + b2

)
and m/n2 = 4−1

(
1D + b2

)−1 (
1D + a2

)2
. We set

Rab =
(
1D + b2

)−1 (
1D + a2

)2 ∈ C∗
E (D)

whenever a � b. Let us introduce the ∗-linear subspace RS in C∗
E (D) gener-

ated by all a and Rab. Obviously, PS ⊆ RS . If Ra = RS ∩ (C∗
E (H) /Da),

then 1H/Da ∈ Pa ⊆ Ra and Ra ⊆ Rb whenever a � b. Indeed, the lat-
ter relation between polynomials implies that Da � Db (see Lemma 9.1). Then
C∗

E (H) /Da ⊆ C∗
E (H) /Db (see Lemma 5.2), which in turn implies that Ra ⊆ Rb.

Thus RS =
∑

a∈PS
Ra is a fractional space in C∗

E (D) (see Definition 5.2). Further-

more, Rab = 4m/n2 = 4
(
mn−1

)
/n = 4

(
n−1m

)∗
/n ∈ RS ∩ (C∗

E (H) /Da) = Ra.
Each unital α-contractive linear functional φ : RS → C is uniquely determined

by the numbers γa = φ (a) and γab = φ (Rab) with a � b. As in the previous section
φ : RS → C is said to be an Hα-moment form if there is a quantum C-measure
μ : C∗

E (H) /M → C with support in Hα (see Subsection 7.3) such that

μ (a) = γa and μ (Rab) = γab, a � b.
In this case μ is called a representing (scalar) measure for φ.

Theorem 9.1. If φ : RS → C is a unital α-contractive functional such that

φ
((

1D + b2
)−1 (

1D + a2
)2)

=

(
1 + φ

(
a2
))2

1 + φ (b2)

for all a, b, a � b, then φ is an Hα-moment form.

Proof. Since RS is a quantum system in C∗
E (D), it follows that φ is matrix α-

positive. In particular, φ
(
a2
) ≥ 0. Thereby φ (1H/Da) > 0 for all a ∈ PS . Hence

φ is an inner product mapping. By assumption

φ (1/Da)
2 = φ (1/Db)φ

(
Db/D

2
a

)
whenever Da � Db. Using Corollary 7.2, we infer that φ is α-admissible. By Theo-
rem 7.3, the mapping φ extends up to a quantum scalar measure μ : C∗

E (H) /M → C

with support in Hα. Whence φ is an Hα-moment form. �

Remark 9.1. One may restrict the assumptions demanded in Theorem 9.1 using
the cofinal subset Mk ⊆M proposed in Lemma 9.1.
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